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Preface

The Asia Information Retrieval Symposium (AIRS) was established by the Asian
information retrieval community after the successful series of Information Re-
trieval with Asian Languages (IRAL) workshops held in six different locations
in Asia, starting from 1996. While the IRAL workshops had their focus on infor-
mation retrieval problems involving Asian languages, AIRS covers a wider scope
of applications, systems, technologies and theory aspects of information retrieval
in text, audio, image, video and multimedia data. This extension of the scope
reflects and fosters increasing research activities in information retrieval in this
region and the growing need for collaborations across subdisciplines.

We are very pleased to report that we saw a sharp increase in the number of
submissions and their quality, compared to the IRAL workshops. We received
106 papers from nine countries in Asia and North America, from which 28 papers
(26%) were presented in oral sessions and 38 papers in poster sessions (36%).
It was a great challenge for the Program Committee to select the best among
the excellent papers. The low acceptance rates witness the success of this year’s
conference.

After a long discussion between the AIRS 2004 Steering Committee and
Springer, the publisher agreed to publish our proceedings in the Lecture Notes
in Computer Science (LNCS) series, which is SCI-indexed. We feel that this
strongly attests to the excellent quality of the papers.

The attendees were cordially invited to participate in and take advantage of
all the technical programs at this conference. A tutorial was given on the first
day to introduce the state of the art in Web mining, an important application
of Web document retrieval. Two keynote speeches covered two main areas of the
conference: video retrieval and language issues. There were a total of eight oral
sessions run, with two in parallel at a time, and two poster/demo sessions.

The technical and social programs, which we are proud of, were made possible
by the hard-working people behind the scenes. In addition to the Program Com-
mittee members, we are thankful to the Organizing Committee (Shao-Ping Ma
and Jianfeng Gao, Co-chairs), Interactive Posters/Demo Chair (Gary G. Lee),
and the Special Session and Tutorials Chair (Wei-Ying Ma). We also thank the
sponsoring organizations: Microsoft Research Asia, the Department of Systems
Engineering and Engineering Management at the Chinese University of Hong
Kong, and LexisNexis for their financial support, the Department of Computer
Science and Technology, Tsinghua University for local arrangements, the Chi-
nese NewsML Community for website design and administration, Ling Huang
for the logistics, Weiwei Sun for the conference webpage management, EONSO-
LUTION for the conference management, and Springer for the postconference
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LNCS publication. We believe that this conference set a very high standard for a
regionally oriented conference, especially in Asia, and we hope that it continues
as a tradition in the upcoming years.

Sung Hyon Myaeng and Ming Zhou (PC Co-chairs)
Kam-Fai Wong and Hong-Jiang Zhang (Conference Co-chairs)
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Automatic Word Clustering for Text
Categorization Using Global Information

Chen Wenliang, Chang Xingzhi, Wang Huizhen, Zhu Jingbo, and Yao Tianshun

Natural Language Processing Lab
Northeastern University, Shenyang, China 110004

chenwl@mail.neu.edu.cn

Abstract. High dimensionality of feature space and short of training
documents are the crucial obstacles for text categorization. In order to
overcome these obstacles, this paper presents a cluster-based text cate-
gorization system which uses class distributional clustering of words. We
propose a new clustering model which considers the global information
over all the clusters. The model can be understood as the balance of
all the clusters according to the number of words in them. It can group
words into clusters based on the distribution of class labels associated
with each word. Using these learned clusters as features, we develop a
cluster-based classifier. We present several experimental results to show
that our proposed method performs better than the other three text
classifiers. The proposed model has better results than the model which
only considers the information of the two related clusters. Specially, it
can maintain good performance when the number of features is small
and the size of training corpus is small.

1 Introduction

The goal of text categorization is to classify documents into a certain number of
predefined categories. A variety of techniques for supervised learning algorithms
have demonstrated reasonable performance for text categorization[5][11][12]. A
common and overwhelming characteristic of text data is its extremely high di-
mensionality. Typically the document vectors are formed using bag-of-words
model. It is well known, however, that such count matrices tend to be highly
sparse and noisy, especially when the training data is relatively small. So when
the text categorization systems are applied, there are two problems to be counted:

– High-dimensional feature space: Documents are usually represented in a
high-dimensional sparse feature space, which is far from optimal for clas-
sification algorithms.

– Short of training documents: Many applications can’t provide so many train-
ing documents.

A standard procedure to reduce feature dimensionality is feature selection,
such as Document Frequency, χ2 statistic, Information Gain, Term Strength, and

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 1–11, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 W. Chen et al.

Mutual Information[13]. But feature selection is better at removing detrimental,
noisy features. The second procedure is cluster-based text categorization[1][2][3]
[10]. Word clustering methods can reduce feature spaces by joining similar words
into clusters. First they grouped words into the clusters according to their dis-
tributions. Then they used these clusters as features for text categorization.

In this paper, we cluster the words according to their class distributions.
Based on class distributions of words, Baker[1] proposes a clustering model.
In clustering processing, we will select two most similar clusters by comparing
the similarities directly. But Baker’s model only considers two related clusters,
when computing the similarity between the clusters without taking into account
the information of other clusters. In order to provide better performance, we
should take into account the information of all the clusters when computing
the similarities between the clusters. This paper proposes a clustering model
which considers the global information over all the clusters. The model can be
understood as the balance of all the clusters according to the number of words
in them.

Using these learned clusters as features, we develop a cluster-based Classifier.
We present experimental results on a Chinese text corpus. We compare our text
classifier with the other three classifiers. The results show that the proposed
clustering model provides better performance than Baker’s model. The results
also show that it can perform better than the feature selection based classifiers.
It can maintain high performance when the number of features is small and the
size of training corpus is small.

In the rest of this paper: Section 2 reviews previous works. Section 3 proposes
a global Clustering Model (globalCM). Section 4 describes a globalCM-based
text categorization system. Section 5 shows the experimental results. Finally, we
draw our conclusions at section 6.

2 Related Work

Distributional Clustering has been used to address the problem of sparse data
in building statistical language models for natural language processing[7][10].
There are many works[1][2] related with using distributional clustering for text
categorization.

Baker and McCallum[1] proposed an approach for text categorization based
on word-clusters. First, find word-clusters that preserve the information about
the categories as much as possible. Then use these learned clusters to represent
the documents in a new feature space. Final, use a supervised classification al-
gorithm to predict the categories of new documents. Specifically, it was shown
there that word-clustering can be used to significantly reduce the feature dimen-
sionality with only a small change in classification performance.
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3 Global Clustering Model Based on Class Distributions
of Words

In this section, we simply introduce the class distribution of words[1]. Then
we propose the Global Clustering Model, here we name it as globalCM. In our
clustering model, we define a similarity measure between the clusters, and add
the candidate word into the most similar cluster that no longer distinguishes
among the words different.

3.1 Class Distribution of Words

Firstly, we define the distribution P (C|wt) as the random variable over classes
C, and its distribution given a particular word wt. When we have two words wt

and ws, they will be put into the same cluster f . The distribution of the cluster
f is defined

P (C|f) = P (C|wt ∨ ws)

=
P (wt)

P (wt) + P (ws)
× P (C|wt)

+
P (ws)

P (wt) + P (ws)
× P (C|ws) . (1)

Now we consider the case that a word wt and a cluster f will be put into a
new cluster fnew. The distribution of fnew is defined

P (C|fnew) = P (C|wt ∨ f)

=
P (wt)

P (wt) + P (f)
× P (C|wt)

+
P (f)

P (wt) + P (f)
× P (C|f) . (2)

3.2 Similarity Measures

Secondly, we turn to the question of how to measure the difference between two
probability distributions. Kullback-Leibler divergence is used to do this. The
KL divergence between the class distributions induced by wt and ws is written
D(P (C|wt)||P (C|ws)), and is defined

−
|C|∑

j=1

P (cj |wt) log
P (cj |wt)
P (cj |ws)

. (3)

But KL divergence has some odd properties: It is not symmetric, and it is
infinite when p(ws) is zero. In order to resolve these problems, Baker[1] proposes
a measure named ”KL divergence to the mean” to measure the similarity of two
distributions(Here we name it as Smean). It is defined
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P (wt)
P (wt) + P (ws)

× D(P (C|wt)||P (C|ws ∨ wt))

+
P (ws)

P (wt) + P (ws)
× D(P (C|ws)||P (C|ws ∨ wt)) . (4)

Smean uses a weighted average and resolves the problems of KL divergence.
But it only considers the two related clusters without thinking about other
clusters. Our experimental results show that the numbers of words in learned
clusters, which are generated by Baker’s clustering model, are very different.
Several clusters include so many words while most clusters include only one or
two words.

We study the reasons of these results. When Equation 4 is applied in the
clustering algorithm, it can’t work well if the numbers of words in the clusters
are very different at iterations.

For example, we have a cluster f which include only a word(In Baker’s clus-
tering model, a new candidate word will be put into an empty cluster). We will
compute the similarities between f and the other two clusters(fi and fj) using
Equation 4. Let fi has many words(ie. 1000 words) and fj has one or two words.
We define:

Si =
P (f)

P (f) + P (fi)
× D(P (C|f)||P (C|f ∨ fi))

+
P (fi)

P (f) + P (fi)
× D(P (C|fi)||P (C|f ∨ fi))

= (1 − αi) × Di1 + αi × Di2 . (5)

Sj =
P (f)

P (f) + P (fj)
× D(P (C|f)||P (C|f ∨ fj))

+
P (fj)

P (f) + P (fj)
× D(P (C|fj)||P (C|f ∨ fj))

= (1 − αj) × Dj1 + αj × Dj2 . (6)

According to Equation 2, if a word is added to a cluster, the word will affect tiny
to the cluster which includes many words and affect remarkable to the cluster
which includes few words. So the distribution of f ∨ fi is very similar to fi

because fi has many words and f has only one word. And then Di2 is near zero.
αi is near 1 and (1−αi) is near zero because the number of fi is very large than
f . We know:

Si ≈ Di2 ≈ 0 . (7)

So when we compute the similarities between f and the other clusters using
Equation 4, f will be more similar to the cluster which includes more words.
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Table 1. The globalCM Algorithm

Input:
W - the vocabulary includes the candidate words
M - desired number of clusters

Output:
F - the learned clusters

Clustering:

1. Sort the vocabulary by χ2 statistic with the class variable.

2. Initialize the M clusters as singletons with the top M words.

3. Loop until all words have been put into one of the M clusters.
(a) Compute the similarities between the M clusters(Equation 8).

(b) Merge the two clusters which are most similar, resulting in M-1 clusters.

(c) Get the next word from the sorted list.

(d) Create an new cluster consisting of the new word.

The problems of Smean indicate that we should consider the information of all
the clusters when computing the similarity between the two clusters. If we only
take into account the two related clusters, the system will can’t work well. In
order to resolve the problems, we propose a new similarity measure that considers
the global information over the clusters. The similarity between a cluster fi and
a cluster fj is defined

Sglobal =
N(fi) + N(fj)

2
∑|M |

k=1 N(fk)
× Smean . (8)

Where N(fk) denotes the number of words in the cluster fk, M is the list of
clusters. Equation 8 can be understood as the balance of all the clusters according
to the numbers of words in them. In our experimental results show that it can
work well even if the numbers of words in the clusters are very different.

3.3 Global Clustering Model(globalCM)

Now we introduce a clustering model which use Equation 8. The model is sim-
ilar to Baker’s clustering model[1]. In this paper, we name Baker’s model as
BakerCM, and our model as globalCM.

In the algorithm, we set M is the final number of clusters. First, we sort the
vocabulary by χ2 statistic with the class variable. Then the clusters are initialized
with the Top M words from the sorted list. Then we will group the rest words
into the clusters. We compute the similarities between all the clusters(Equation
8) and then merge the two clusters which are most similar. Now we have M-1
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clusters. An empty cluster is created and the next word is added. So the number
of clusters is back to M. Table 1 shows the clustering algorithm.

4 The globalCM-Based Text Categorization System

This section introduces our globalCM-based Chinese text categorization Sys-
tem. The system includes Preprocessing, Extracting the candidate words, Word
Clustering, Cluster-based Text Classifier. Word Clustering has been described
at Section 3.

4.1 Preprocessing

First, the html tags and special characters in the collected documents are re-
moved. Then we should use a word segmentation tool to segment the documents
because there are no word boundaries in Chinese documents.

4.2 Extracting the Candidate Words

We extract candidate words from the documents: First we use a stoplist to
eliminate no-informative words, and then we remove the words whose frequencies
are less than Fmin. Final, we generate the class distributions of words which is
described at Section 3.

4.3 The Cluster-Based Classifier

Using the learned clusters as features, we develop a cluster-based text classifier.
The document vectors are formed using bag-of-clusters model. If the words are
included in the same cluster, they will be presented as the single cluster symbol.
After representation, we develop a classifier based on these features.

In this paper, we use näıve Bayes for classifying documents. We only describe
näıve Bayes briefly since full details have been presented in the paper [9]. The
basic idea in näıve Bayes approach is to use the joint probabilities of features
and categories to estimate the probabilities of categories when a document is
given. Given a document d for classification, we compute the probabilities of
each category c as follows:

P (cj |di; θ̂) =
P (cj |θ̂)P (di|cj ; θ̂j)

P (di|θ̂)
≈ P (di|cj ; θ̂) . (9)

P (di|cj ; θ̂) = P (|di|)|di|!
|F |∏

t=1

P (ft|cj ; θ)Nit

Nit!
. (10)

Where P (cj) is the class prior probabilities, |di| is length of document di, Nit

is the frequency of the feature ft (Notes that the features are the cluster symbols
in this paper.) in document di, F is the vocabulary and |F | is the size of F, ft
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is the tth feature in the vocabulary, and P (ft|cj) thus represents the probability
that a randomly drawn feature from a randomly drawn document in category cj

will be the feature ft. The probability is estimated by the following formulae:

P (ft|cj ; θ) =
1 +

∑|D|
i=1 NitP (cj |di)

|F | +
∑|F |

s=1
∑|D|

i=1 NisP (cj |di))
. (11)

5 Evaluation

In this section, we provide empirical evidence to prove that the globalCM-based
text categorization system is a high-accuracy system.

5.1 Performance Measures

In this paper, a document is assigned to only one category. We use the conven-
tional recall, precision and F1 to measure the performance of the system. For
evaluating performance average across categories, we use the micro-averaging
method. F1 measures is defined by the following formula[6]:

F1 =
2rp

r + p
. (12)

Where r represents recall and p represents precision. It balances recall and pre-
cision in a way that gives them equal weight.

5.2 Experimental Setting

The NEU TC data set contains Chinese web pages collected from web sites. The
pages are divided into 37 categories according to ”China Library Categorization”
[4]1. It consists of 14,459 documents. We do not use tag information of pages.
We use the toolkit CipSegSDK[14] for word segmentation. We removed all words
that have less than two occurrences(Fmin = 2). The resulting vocabulary has
75480 words.

In experiments, we use 5-fold cross validation where we randomly and uni-
formly split each category into 5 folds and we take four folds for training and
one fold for testing. In the cross-validated experiments we report on the average
performance.

5.3 Experimental Results

We compare our globalCM-based classifier with the other three clustering and
feature selection algorithms: BakerCM-based classifier, χ2 statistic based clas-

1 China Library Categorization includes 38 categories. We use 37 categories of all,
except category Z(/Comprehensive Books).



Fig. 1. globalCM Vs BakerCM

sifier, and document frequency based classifier. These two feature selection meth-
ods are the best of feature selection methods according to Yang’s experiments[13].

Experiment 1: globalCM VS BakerCM. In this experiment, we provide
empirical evidence to prove that the globalCM based text classifier provides bet-
ter performance than that based on BakerCM. Figure 1 shows the experimental
results.

From Figure 1 we can find that globalCM provides better performance than
BakerCM in most different features size cases. With 100 features, globalCM
provides 10.6% higher than BakerCM. Only when the number of features is less
than 7, BakerCM can provide the similar performance to globalCM.

Experiment 2: globalCM-based classifier VS Feature-Selection-based
classifiers. In this experiment, we use three different size of training corpus:
10%, 50%, 100% of the total training corpus(Here we name them as T10, T50 and
T100). And we select two feature selection methods: document frequency and
χ2 statistic for text categorization.

Figure 2 shows the effect of varying the amount of features with 3 differ-
ent amounts of training dataset, where globalCM denotes our clustering model,
fs x2 denotes χ2 statistic feature selection method and fs df denotes document
frequency feature selection method. For 3 different quantities of documents for
training, we keep the number of features constant, and vary the number of doc-
uments in the horizontal axis.

Naturally, the more documents for training are used, the better the perfor-
mance is. The best result of globalCM with T100 training corpus is 75.57%, 1.73%

8 W. Chen et al.
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Fig. 2. globalCM-based classifier vs Feature-Selection-based classifiers

higher than the best result with T50 and 11.42% higher than the best result with
T10. The best result of fs x2 with T100 training corpus is 74.37%, higher than
the result of the other two training corpus.

Then, we study the results of the T100 training corpus. Notice that with only
100 features globalCM achieves 70.01%, only 5.6% lower than with 5000 features.
In comparison, fs x2 provides only 56.15% and fs df provides only 52.12%. When
with 1000 features, fs x2 can yields the similar result as globalCM with 100
features. Even with only 50 features, globalCM provides 67.10%. The best of
globalCM is 1.20% higher than the best of fs x2 and 1.37% higher than fs df. The
performance indicates that globalCM is providing more accuracy. And it can
maintain near 70% with only 100 or less features while feature selection based
classifiers have fallen into the 50s.

When we study the results of the other two training corpus, we can find that
globalCM can maintain good performance with small training corpus. With T10
training corpus and 50 features, globalCM achieves 60.33%. It is near 20% higher
than fs x2 and fs df. To our surprise, it is similar to the results of the feature
selection based classifier using T100 training corpus and 200 features.

Then we study the reasons why our cluster-based text classifier performs
better than the feature selection based classifier. In feature selection method, the
system discards some words that are infrequent. But in our clustering algorithm
merges them into the clusters instead of discards them. So it can preserves
information during merging.

Automatic Word Clustering for Text Categorization 9
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6 Conclusions and Future Work

In this paper, we present a cluster-based text categorization system which uses
globalCM. While considering the global information over all the clusters, glob-
alCM can group the words into the clusters more effectively. So it can yield better
performance than the model which doesn’t think about global information.

We conduct the experiments on a Chinese text corpus. The experimental
results indicate that our globalCM-based text categorization system can provide
better performance than feature selection based systems. And it can maintain
high performance when the size of training corpus is small and the number of
features is small.

Future work includes collecting the phrases as candidate features for learn-
ing algorithm because words forming phrases are a more precise description of
content than words as a sequence of keywords[8]. For example, ’horse’ and ’race’
may be related, but ’horse race’ and ’race horse’ carry more circumscribed mean-
ing than the words in isolation. We also plan to look at techniques for learning
words from unlabeled documents to overcome the need for labeled documents.
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Abstract. The insufficiency and irrelevancy of training corpora is al-
ways the main task to overcome while doing text classification. This
paper proposes a Web-based text classification approach to train a text
classifier without the pre-request of labeled training data. Under the as-
sumption that each class of concern is associated with several relevant
concept classes, the approach first applies a greedy EM algorithm to find
a proper number of concept clusters for each class, via clustering the doc-
uments retrieved by sending the class name itself to Web search engines.
It then retrieves more training data through the keywords generated from
the clusters and set the initial parameters of the text classifier. It further
refines the initial classifier by an augmented EM algorithm. Experimen-
tal results have shown the great potential of the proposed approach in
creating text classifiers without the pre-request of labeled training data.

1 Introduction

In practical use, the Web has become the largest source of training data [1, 4];
however, it is cost-ineffective to handlabel each extracted documents from the
Web. Thus many algorithms using few labeled data and large unlabeled data
to train a text classifier were presented [3]; and [2] proposed a method without
requiring labeled training data. The purpose of the paper is extended from the
previous work and focuses much on using EM techniques to extract more reliable
training data.

In [2], the training data of a topic class of concern was the documents retrieved
via sending the class name itself to Web search engines. But while using the Web
as the training data source, the extended problem is how to check the relevancy
of the extracted documents to the class of concern. If the training data contains
too many noisy documents, no doubt the classifiers trained by the data might
not be reliable enough. In view of this problem, our idea is to retrieve only a
small set of documents as the initial data for each class, and generate proper
keywords from it as the relevant concepts of the class to retrieve augmented but
reliable training data. The approach we proposed in this paper is based on the

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 12–23, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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concept of the Naive Based modeling and EM algorithms. It assumes that the
training data of a class is distributed and mixed with some relevant concepts;
thus, we could model the distribution of each mixture based on a small set of
data retrieved from Web search engines.

There are three problems needed to be dealt with. First is the acquisition of
the initial data; second is the keywords extracted from the initial data to describe
relevant concepts of the class of concern; third is to refine the initial modeling
of each concept (keywords). As for extracting initial documents from the Web,
depending on the ranking ability of search engines, like Google, it can be retrieved
from the top-ranked documents, since their relevance to the target class might
be high. With the initial data, we apply a greedy EM algorithm to determine
the proper number of relevant concepts of each class. Then, for each mixture,
refine its corresponding distribution depending on more ”augmented” training
data extracted via sending several queries into the search engine. The queries are
those with the highest mutual information in distributions, i.e. keywords. In this
step, an augmented EM algorithm is applied to iteratively update parameters
in each distribution with the increasing of likelihood. Experimental results have
shown the great potential of the proposed approach in creating text classifiers
without the pre-request of labeled training data.

The remainder of the paper is organized as follows. Section 2 briefly describes
the background assumption, i.e. Naive Bayes, and the modeling based on Naive
Bayes. Section 3 describes the main idea of using the Web-based approach to
acquiring training data from the Web, and its extended problems will need to
be resolved, including document clustering, keyword generation, extracted data
verification, and etc. Section 4 presents the augmented EM algorithm for text
classification. Section 5 shows the experiments and their result. The summary
and our future work are described in Section 6.

2 Naive Bayes Assumption

Before introducing our proposed approach, here introduce a well known way of
text representation, i.e. Naive Bayes assumption. Naive Bayes assumption is a
particular probabilistic generative model for text. First, introduce some notation
about text representation. A document, d , is considered to be an ordered list
of words, {w1, w2, ..., w|d|}, where wj means the jth word in document d and
|d| means the length of d. Second, every document is generated by a mixture
of components {Ck}, for k=1 to K. Thus, we can characterize the likelihood of
document d with a sum of total probabilities conditioned on all mixture compo-
nents:

p(d|θ) =
K∑

k=1

p(Ck|θ)P (d|Ck, θ) , (1)

where θ is a set of parameters including the probabilities of all words in class Ck

and the prior probability of Ck.
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Furthermore, given a certain class Ck, we can express the probability of a
document as:

p(d|Ck, θ) = p(< w1, w2, ..., w|d| > |Ck, θ) =
|d|∏

j=1

p(wj |Ck, θ, wz, z < j) , (2)

where
p(wdi,j |Ck, θ, wdi,z , z < j) = p(wdi,j |Ck, θ) . (3)

Based on standard Naive Bayes assumption, the words of a document are gener-
ated independently of context, that is, independently of the other words in the
same document given the class model. We further assume that the probability
of a word is independent of its position within the document; thus (3) is derived.

Combine (2) and (3),

p(d|Ck, θ) =
|d|∏

j=1

p(wj |Ck, θ) . (4)

Thus, the parameters of an individual class are the collection of word proba-
bilities, θwj |Ck

= p(wj |Ck, θ). The other parameters are the weight of mixture
class, p(Ck|θ), that is, the prior probabilities of class, Ck. The set of parameters
is θ = {θwt|Ck

, θCk
}.

3 The Proposed Approach

In this section we will introduce the framework of the proposed approach to
acquiring training data from the Web and creating text classifiers, and in the
next section address the detailed descriptions of the proposed text classification
algorithm that utilizes EM techniques. Since it is normally lack of sufficient and
relevant training data in many practical text classification applications, unlike
conventional supervised learning approaches, we pursue to create a text classifier
that requires no labeled training data. We use the Web as the unlabeled corpus
source and real search engines the agents to retrieve relevant documents as the
training data for each subject class of concern. To assure the accuracy of the
auto-retrieved training data, the proposed approach is composed of an EM-based
document clustering and keyword generation method to acquire more training
data without increasing many noses. In addition, an EM-based classification
algorithm is presented to make the created classifiers more reliable.

3.1 The Approach for Corpus Acquisition

As shown in Figure.1, suppose now we want to train a classifier for K classes
C1, C2, ..., CK ; then as our previous approach proposed in [2] we treat each class
name of Ck for k=1 to K as a query sent to search engines to retrieve a number
of relevant documents from the Web. Considering the information capacity and
convenience, only the short descriptions of the retrieved documents (the snippets
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of search result pages) are used, which include page titles, short descriptions
and URLs. Since most of the search engines, like Google and Yahoo, provide
ranking service for the retrieved documents, we could believe that the documents
with the higher ranking scores have higher association with the corresponding
class, Ck, and these highly-ranked documents are then taken the initial training
data of Ck, i.e., Dl

k. It is not hard to imagine that the training data might
contain some texts describing the relevant concepts of Ck. To acquire more
relevant training data, the keywords, Tk,m, describing the relevant concepts of
Ck will be generated, from Dl

k where m=1 to |Ck| and |Ck| is the total number
of generated keywords in Ck. As for Tk,m’s generation, the documents in Dl

k

will be clustered with their similarity into a set of clusters and keywords with
the highest weighted log likelihood ratio in each cluster will be extracted as the
relevant concept of Ck, i.e. {Tk,m}|Ck|

m=1. More training data will be acquired
for Ck via sending the keywords to search engines. Each Tk,m is then taken
as a sub-concept class of Ck and the retrieved documents as the corresponding
training corpus in the process of training the text classifier, which will be further
described in next section. However, here comes with the difficulties such as how to

Fig. 1. Text classifier training using Web corpora

determine a proper number of clusters when clustering Dl
k, and how to extract

keywords to represent each auto-created cluster. The complete process of the
corpus acquisition approach is thus designed as follows:
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Step1. Given a set of C1, C2, ..., CK that require training data from the Web.
Step2. Send C1, C2, ..., CK as the queries into search engines to retrieve the

”initial” training data of each class, Dl
k.

Step3. Apply an unsupervised clustering method to determine the number of
component clusters, |Ck|, in Dl

k, and separate Dl
k as Dl

k,m, where m=1
to |Ck|.

Step4. Choose those words in Dl
k,m with the highest weighted log likelihood

ratio as Tk,m.
Step5. Put Tk,m as the new queries into search engines and retrieve new ”aug-

mented” training data, Du
k,m.

Step6. Perform a verification process to filter out the unreliable augmented
training data.

Step7. Refine parameter θTk,m
with Dl

k and Du
k,m, for m = 1 to |Ck| and k =

1 to K.

Below are the detailed processes from Step 3 to Step 7.

3.2 Document Clustering and Keywords Generation

This part describes step 3 and step 4; further detailed description about step
3 (the greedy EM algorithm) will be in next subsection. In the process, the
documents in the initial training data Dl

k will be clustered with their similarity
into a set of clusters and keywords that can represent the concept of each cluster
will be extracted. After clustering the initial training data into several clusters,
the distribution of each cluster in a probabilistic form can be calculated with the
data in the cluster by applying a greedy EM algorithm to be described in 3.3.

Next, we have to discover the hidden semantics inside each document clus-
ter, i.e class naming problem. With the representative keywords of the cluster,
the ”augmented” data could be collected directly by sending the names of the
keywords to search engines. However, class naming problem is a big issue. For
convenience, we simply represent the cluster name as the word with the highest
weighted log likelihood ratio among the contained words in this cluster. With
this assumption, the ”main” word could be chosen directly by comparing the
weighted log likelihood ratio1 defined as:

p(wj |Tk,m) log(
p(wj |Tk,m)
p(wj |T k,m)

) , (5)

where p(wj |Tk,m) means the probability of word wj in cluster Tk,m and p(wj |T k,m)
means the sum of the probabilities of word wj in those clusters except Tk,m.
Those chosen keywords by 5 are used to extract new ”augmented” training data,
Du

k,m from the Web, where Du means the ”augmented” data.

1 The sum of this quantity over all words is the Kullback-Leibler divergence between
the distribution of words in Tk,m and the distribution of words in T k,m, (Cover and
Thomas, 1991).



Text Classification Using Web Corpora and EM Algorithms 17

3.3 The Greedy EM Algorithm

Because we have no idea about how many concepts strongly associated with
each class, thus for each class, Ck, it is straightforward to apply the Greedy EM
algorithm to clustering the ”initial” data from the Web into a certain number
of clusters automatically. The algorithm is based on the assumptions of the
theoretical evidence developed in [5, 6], and the basic idea is to suppose that all
the training data belong to one component at the initial stage, then successively
adding one more component (concept) and redistributing the training data step
by step until the maximal likelihood is approached.

Let D be a document set and θm be the parameter set for mth component
in any class, which are mixed with M components. In particular, assume that a
new component with parameter set θM+1 is added to this M-component class;
then the mixture of this M-component class will be:

fM+1(D) = (1 − α)fM (D) + αφ(D, θM+1) (6)

with α in (0,1), where fM (D) means the probability of document set D in this
M-component class and φ(D, θM+1) means the probability of D in the newly
added component. Thereafter, as long as the weight α and the parameter set
θM+1 of M + 1 component are optimally chosen, then for each M-component
class, the new log-likelihood derived as

LM+1 =
N∑

n=1

log fM+1(dn) =
N∑

n=1

log[(1 − α)fM (dn) + αφ(dn, θM+1)] (7)

will be maximized, where {dn}N
n=1 ∈ D. In addition, a notable property of the

above maximization problem is that the parameters of old M-component class,
θM , remain fixed during maximization of LM+1.

According to Naive Bayes assumption, in order to utilize Greedy EM algo-
rithm as our use, α, θM+1, fM (dn) and φ(dn, θM+1) should be replaced as:

α ⇒ p(Tk,|Ck|+1|Ck) , (8)

θM+1 ⇒ p(wj |Ck, Tk,|Ck|+1)∀wj ∈ {wj}|D|
j=1 , (9)

fM (dn) ⇒
|Ck|∑

m=1

p(Tk,m|Ck)[
|dn|∏

t=1

p(wt|Tk,m, Ck)] , (10)

φ(dn, θM+1) ⇒ p(dn|Tk,|Ck|+1, Ck) =
|dn|∏

t=1

p(wt|Tk,|Ck|+1, Ck) , (11)

for each class Ck, where Tk,|Ck|+1 means the newly added component (keyword)
in class, Ck, and |V | means the total number of words shown in Dl, the initial
training data.



18 C.-M. Hung and L.-F. Chien

For each class, Ck, utilizing the property that parameters in {θm}|Ck|
m=1 are

fixed, we could update the parameters θ|Ck|+1 and p(Tk,|Ck|+1|Ck) directly by
partial EM:

θ|Ck|+1 = {p(wj |Tk,|Ck|+1, Ck)}|V |
j=1

=

{
1 +

∑|D|
n=1 N(wj , dn)p(Tk,|Ck|+1|dn, Ck)

|V | +
∑|V |

s=1
∑|D|

n=1 N(ws, dn)p(Tk,|Ck|+1|dn, Ck)

}|V |

j=1

(12)

p(Tk,|Ck|+1|Ck) =
1 +

∑|D|
n=1 p(Tk,|Ck|+1|dn)

(|Ck| + 1) + |D| , (13)

where the numerator and denominator in (13) and (13) are augmented with
”pseudo-counts” (one for each word) to assure non-zero frequency of each word
in the newly added component, T|Ck|+1; where |V | and |D| respectively means
the number of vocabularies and the number of documents shown in the initial
training data.

Since only the parameters of the new components are updated, partial EM
steps constitute a simple and fast method for locally searching for the maxima of
LM+1, without needing to resort to other computationally demanding nonlinear
optimization methods.

3.4 The Verification Process

This subsection is for step 6 in subsection 3.1. The purpose of the verification
process is to further filter out the retrieved documents that are not reliable
enough to be included in the set of the augmented training data. For each key-
word, Tk,m, in Ck, the distribution θTk,m

has been initialized with those retrieved
”initial” training documents of Ck clustered into Tk,m; thus the probability of
any document di assigned to class Ck, is defined as:

p(Ck|di) =
∑

Tk,m

p(Ck|Tk,m)p(Tk,m|di)

=
∑

Tk,m

p(Ck|Tk,m)
p(Tk,m)p(di|Tk,m)∑

Tk,m
p(Tk,m)p(di|Tk,m)

, (14)

where p(Ck|di) and p(Tk,m|di) represent the responsibility of Ck and Tk,m to
document di respectively.

Thus, for any document di retrieved via the new keywords {Tk,m}|Ck|
m=1 in class

Ck, if the responsibility of Ck to di is lower than the responsibility of Cj �=k to
di, then di is dropped out of the collected ”augmented” data. This is reasonable,
because if di is extracted from the keywords belonging to Ck, but Ck doesn’t
get the highest responsibility to di; then in some sense di should be viewed as
noises and should be dropped out.
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4 EM Based Classifier

In this section, we will introduce the text classifier based on EM techniques.
Suppose there are K classes and each class has its corresponding model, i.e.
word probabilities and mixture weight, as described in Section 2. Given a new
document ds to be classified, its tendency to be assigned into class Ck will be
judged from its responsibility in class Ck and the responsibility is defined as:

p(Ck|ds) =
∑

Tk,m

p(Ck|Tk,m)p(Tk,m|ds) =
∑

Tk,m

p(Tk,m|ds) ∀Tk,m ∈ Ck . (15)

Since no matter with ds or not, Tk,m must belong to Ck; thus in (15), p(Ck|Tk,m) ≡
p(Ck|Tk,m, ds) ≡ 1 and p(Ck|Tk,m, ds) ≡ 0 if j �= k are provided.

4.1 Training

It is well known that the result of EM-based algorithm is sensitively depending
on the initial models (parameters). A bad initial given modeling will trap the
EM algorithm into local extreme value. In section 3, we have provided the initial
models for each Tk,m conditioned on Ck, i.e. {p(wj |Tk,m, Ck)}|V |

j=1.
From (15), it is clear that only p(Tk,m|ds) ∀Tk,m is needed to classify a new

document. Using simple Bayes theorem,

p(Tk,m|ds) =
p(Tk,m)p(ds|Tk,m)

p(ds)
=

p(Tk,m)p(ds|Tk,m)∑
Tk,m

p(ds|Tk,m)p(Tk,m)
, (16)

and Naive Bayes assumption, (4), training the classifier is equivalent to training
p(Tk,m) and p(wds

|Tk,m) ∀wds
∈ ds. However, compared with (8) and (9), it is

shown that if we want to utilize (8) and (9) as the initial modeling of p(Tk,m)
and p(wds |Tk,m), then Ck in (8) and (9) has to be dropped out. Thus, if set
p0(wt|Tk,m) and p0(Tk,m) as the initial modeling of p(wt|Tk,m) and p(Tk,m) re-
spectively. Using the property that p(Cj |Tk,m) = 1 if j = k, o.w p(Cj |Tk,m) = 0,
p0(wt|Tk,m) and p0(Tk,m) could be derivated easily as:

p0(wt|Tk,m) = p(wt|Ck, Tk,m) , (17)
p0(Tk,m) = p(Tk,m|Ck)p(Ck) . (18)

With the initial parameters, the responsibility of Tk,m to document ds could be
calculated as

p(Tk,m|ds) =
p(Tk,m)p(ds|Tk,m)

p(ds)
=

p(Tk,m)
∏|ds|

j=1 p(wds,j |Tk,m)
∑|C|

r=1
∑Mr

m=1 p(Tr,m)
∏|ds|

j=1 p(wds,j
|Tr,m)

.(19)

then update p(Tk,m) and p(wt|Tk,m) as

p(wt|Tk,m) =

{
1+

∑|D|
n=1

N(wt,ds)p(Tk,m|ds)

|V |+
∑|V |

j=1

∑|D|
n=1

N(wj ,ds)p(Tk,m|ds)

}|v|

t=1

, (20)
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p(Tk,m) =
1+

∑|D|
n=1

p(Tk,m|ds)
|T |+|D| , (21)

where |T | and |V | represents the number of total components (concepts) and
the number of total vocabularies respectively, shown in training data which is
combined with the initial training set and the ”augmented” training set.

There are three points to be noted while training:

a) Those initial training data in Dl
k ∀ k = 1 to K will always be given respon-

sibility ”zero” in all Tj,m∀j �= k.
b) All the newly retrieved ”augmented” documents Du have to pass the verifi-

cation process.
c) ds in (19), (20) and (21) belongs to the set of

⋃{Du, Dl}.

4.2 Classification

As describing in the start of this section, classifying a new document is by judging
its responsibility calculated as (15). The further extension of (15) is:

p(Ck|ds) =
∑

Tk,m

p(Tk,m)
∏|dn|

j=1 p(wdn,j
|Tk,m)

∑|C|
r=1

∑Mr

m=1 p(Tr,m)
∏|dn|

j=1 p(wdn,j
|Tr,m)

. (22)

According to (22), the testing document will be assigned to the class with the
highest responsibility.

5 Experiments

After describing the theoretical part, in this section, we will show the experiment
results of embedding keywords generation and Web-based corpora into a text
classifier system.

5.1 Data Description

Our experiments took the ”Computer Science” hierarchy in Yahoo! as the bench-
mark. There were totally 36 classes in second level in the ”Computer Science”
hierarchy, 177 classes in the third level and 278 classes in fourth level, all rooted
at the class ”Computer Science”. We used the second-level classes, e.g., ”Arti-
ficial Intelligence” and ”Linguistics” as the target classes and tried to classify
text objects into them.

We divided the test text objects into three groups: full articles, which were
the Web pages linked from Yahoo!’s Website list under the Computer Science
hierarchy, short documents, which were the site description offered by Yahoo!,
and text segments, which were the directory names.

5.2 Keyword Generation

In section 3.3, the Greedy EM algorithm is treated as the unsupervised learning
method to cluster ”initial” training data to generate keywords for each class.
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Table 1. Bi-gram Keywords in 36 second-level classes in Yahoo!’s ”Computer Science”
Tree

Class KeyWords
Algorithms algorithms {course, project}, source code, {sorting, combinational,

discrete, evolutionary, memetic, approximation, collected, graph,
parallel} algorithms

Architecture {computer, landscape, information, sustainable} architecture, inter-
net resources, world wide, computer science, data structure

Artificial intelligence modern approach, intelligence laboratory
Compression Mark Nelson, compression {library, software, algorithms, ratio,

methods, technologies}, {GIF, video, file, loseless, audio, Huffman,
image, data} compression

Computational learning theory learning theory
Computational sciences Mason university, George Mason

Computer vision vision group, computer society
Databases {online, image} databases

Distributed computing computing project, {java, performance} distributed
DNA based computing DNA based, DNA computer

Electronic computer aided design aided design, authoring tools, circuit boards
End user programming Margaret Burnett, Eisenstadt/Burnett 1000, end-user programming
Finite model theory model theory, open problems, abstract model

Formal methods critical systems, international school
Graphics clip art, clipart images, rights reserved, news front, {country, free,

computer} graphics, data structures
Handwriting recognition recognition software, press release

Human computer interaction ACM sigchi,oclc human-computer, human-computer interaction
Knowledge sciences social sciences, pdf/adobe acrobat, computer science, file format

Library and information science information science, American library
Linguistics applied linguistics

Logic programming constraint logic, programming alp
Mobile computing computing program, press releases

Modeling modeling {group, system, tools, software}, {solid, data, mathemat-
ical, protein} modeling

Networks {wireless, mobile} networks
Neural networks artificial neural, fuzzy logic

Objective oriented programming oriented programming, Apple computer, Mac OS
Operating systems {alternative, computer} operating

Quantum computing gilles brassard, field theory
Real time computing real-time computing, computing lab

Robotics robotics research, {applied, cognitive} robotics
Security and encryption FAQ revision, security HowTo, {Linux, networks, computer, IP, in-

ternet, password} security, encryption {technologies, FAQ}
Software engineering automated software, engineering institute

Supercomputing and parallel computing parallel computing, advanced computing
Symbolic computation academic press, common lisp

User interface interface {engineering, GUI, software, system, language, program-
ming, library, guidlines}, language xul, interaction design, palm OS

Virtual reality exposure therapy, 3d graphics

Here comes a problem, too many retrieved documents will cause noises, but
too few won’t contain enough information about this class. Finally, for each
class, we queried 200 short descriptions by sending its own name to Google
(http://www.google.com). Table.1 shows the generated bi-gram keywords. The
number of keywords in each class was determined automatically by the Greedy
EM algorithm.

We observed the bi-gram keywords catch more hidden semantics than the one-
gram keywords do. It is encouraging that the algorithm extracted he main idea
for some classes. Taking ”Modeling” for example, ”Modeling” is a rough acronym
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Table 2. Test result in Yahoo! CS category

Top-1 Top-2 Top-3 Top-4 Top-5
40.1% 46.54% 51.44% 55% 58.1%

to describe many fields. In the unigram keywords, only ”structural” and ”agen-
cies” were extracted to represent ”Modeling”; however, in the bi-gram keywords,
the specific area in ”Modeling” were extracted, like ”protein modeling”, ”solid
modeling”, ”mathematical modeling” etc. Again, ”handheld” and ”challenges”
were extracted to represent ”Mobile computing” in the unigram keywords; but
in the bi-gram keywords ”computing program” and ”press releases” were ex-
tracted. There was a little difference between this two representation ways on
”Mobile computing”. We can not decide which way is better, thus the following
experiments will be tested with the unigram keywords and bi-gram-keywords.

Many of the extracted keywords had represented a certain concept of the class
of concern. However, some noises were still extracted like ”Eisenstadt/Burnett
1000” in ”end user programming”. That was arisen from a retrieved document
tackling about a $1000 bet during 1985-1995 to predict the scarcity of end user
programming. It’s interesting but shouldn’t be taken to describe the concept of
”end user programming”. The same situation is shown while ”FAQ revision” is
extracted in ”security and encryption” in bi-gram keywords.

5.3 Classification Accuracy

In order to check the classification effect of the proposed approach, the fourth
level (450 classes) were used to be the test text objects. For each object it got ten
retrieved documents from Google, then transforming the ten documents as a bag
of words to represent the class. Thus, if an object got the highest responsibility
in its own upper second level, then it was taken as ”correctly classified”. Table.2
shows the achieved top-1, top-2, top-3, top-4 and top-5 accuracy.

6 Conclusions and Future Work

The achieved result is encouraging which demonstrates its great potential that a
text classifier can be created via using Web corpora and no labeled training data
is required. This, however, will increase the availability of text classification in
many real applications., in which to prepare sufficient labeled training data are
always be a big problem.

However, there are some challenges which require further investigation:

a) Temporal factors. The documents retrieved via Web search engines that
might depend on temporal factors. Usually a search term can represent differ-
ent concepts, like ”SARS”, but their ranking on search engines are dynamic.
Not only means ”Severe Acute Respiratory Syndrome”, ”SARS” is also the
abbreviation of ”South African Revenue Service”.
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b) Word string matching. Searching with word string matching instead of se-
mantic analysis like Google might cause the incompleteness of concept de-
scription. Taking ”supercomputing and parallel computing” for example,
there is a category ”Message Passing Interface (MPI)” in Yahoo!’s ”super-
computing and parallel computing” category; however, if sending ”super-
computing and parallel computing” to Google, no information about MPI is
gained.

c) Probability framework. Usually, using probability framework to do text clas-
sification performs worse than vector-based framework.

Considering the incompleteness of using a bag of words to represent a docu-
ment, using N-gram model to represent a document is also what we are on going.
In past research, Ngram modeling does provide higher performance than only a
bag of words. In addition, combining vector-based modeling and Support Vector
Machine will be the next work.
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Abstract. Cross-lingual event tracking from a very large number of information 
sources (thousands of Web sites, for example) is an open challenge. In this pa-
per we investigate effective and scalable solutions for this problem, focusing on 
the use of cross-lingual information retrieval techniques to translate a small 
subset of the training documents, as an alternative to the conventional approach 
of translating all the multilingual test documents. In addition, we present a new 
variant of weighted pseudo-relevance feedback for adaptive event tracking. 
This new method simplifies the assumption and the computation in the best-
known approach of this kind, yielding a better result than the latter on bench-
mark datasets in our evaluations. 

1   Introduction 

Information retrieval techniques are quite effective for collecting information given 
well-defined queries. However, the problem becomes tougher when we need to follow 
the gradual evolution of events through time.  This is the goal of event track-
ing[1][13]; given an event-driven topic, described implicitly as one or two news sto-
ries, we need to recognize which subsequent news stories describe the same evolving 
and changing event. Notice that, although the task resembles adaptive filtering[8], it is 
more difficult since the availability of human relevance feedback cannot be assumed. 
Cross-lingual event tracking (CLET) needs to handle tracking tasks over multiple 
languages, and is significantly more difficult than monolingual task.  The central 
challenge is finding the most effective way of bridging the language gap between new 
stories and events/topics.  

One popular and effective approach is translating multilingual test documents to a 
preferred language, and treating the problem as a monolingual task[3].  Whether this 
is a feasible solution for event tracking depends on the assumptions made regarding 
the volume of data to be processed. 

• If only a small number of pre-selected information sources need to be monitored 
for event tracking, and if those sources collectively produce a few thousands of multi-
lingual documents daily, then translation of all the documents may be affordable. 

• If the information we need is scattered over many  sources on the Internet, possi-
bly in many languages, sometimes with restricted access, and typically buried in large 
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volumes of irrelevant documents, then the translate-everything approach is unlikely to 
scale or be cost effective, given the higher computational cost of machine translation 
over CLIR methods. These methods require only limited translation of selected train-
ing documents, and each document is treated as a bag of words in the translation. 

Using the online news on the Web as an example, there are at least 4,500 news 
sites online (according to Google News indexes), producing hundreds of thousands 
multi-lingual documents per day, as a rough estimate.   Translating this volume of 
multilingual documents daily and on the fly is a very demanding proposition for cur-
rent machine translation, to our knowledge.  Even if this were computationally 
achievable, whether it is worth the effort is still questionable, given that most of the 
translated documents are not relevant to the user’s interest in event tracking.  

Based on the above concerns, we propose a new, more cost-effective approach that 
preserves the event-specific information by only translating a few sampled training 
stories per topic.  In addition to the immediate advantage of not having to translate 
potentially infinite data streams, this approach has two additional advantages. In a 
realistic Internet scenario, by allowing the translated training stories to be used as 
queries when downloading data from news sources we can: 1). Limit and focus the 
input to our system, and 2). Maximize the usefulness of the downloaded stories when 
a limit is imposed by the news sources. Many query expansion techniques have been 
successfully applied to improve cross-lingual information retrieval[14][9]. However, 
the applicability of these methods to CLET has not been studied. In this paper, we are 
exploring the suitability of these techniques to CLET, and their effects on tracking 
performance.  In particular, we are focusing on the English-Chinese cross-lingual 
tracking task, for which benchmark evaluation data and results are available[7].   

A unique challenge specific to event tracking is adapting to the evolving event pro-
file in the absence of human relevance feedback.  Using unsupervised learning or 
pseudo-relevance feedback in an effective fashion is a crucial, as attested to by the use 
of variable weight adaptation in LIMSI’s state of the art system. In the 2001 TDT 
workshop LIMSI had the best performance on the provided benchmark dataset (de-
noted by LWAdapt and described in section 2.1 and [4]).  While results obtained 
using LWAdapt are good, we believe the method has several drawbacks outlined in 
Section 2.1. The adaptation mechanism also makes it difficult to pinpoint the exact 
reason or technique responsible for the good results.  Our proposed weighted adapta-
tion technique (denoted by NWAdapt and described in section 2.2) is greatly simpli-
fied and yields better results than LWAdapt. In Section 3, we demonstrate the per-
formance advantage NWAdapt has over fixed weight adaptation and LWAdapt. 

2   Cross-Lingual Event Tracking: Approach 

The event-tracking task, as defined in the TDT forum[1] is trying to model a real 
world setting. The user might be interested in recent events and is willing to provide 
one or two stories about that event, but not constant online feedback. Example events 
(named topics in the TDT literature) include “Car bomb in Jerusalem” and “Leonid 
Meteor Shower”. After providing the initial stories defining the event, the user is 
interested in subsequent reports about that event. In other words, the system aims to 
automatically assign event labels to news stories when they arrive, based on a small 
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number (such as 4) of previously identified past stories that define the event. Note that 
this task is different from the TREC filtering task. The latter assumes continuous 
relevance feedback through the entire process of selecting test documents.  

Our tracking system is an improved version of those described in[13][11]. We ap-
proach the tracking problem as a supervised learning problem, starting with the stan-
dard Rocchio formula for text classification: 

∈∈
+

+
=

)()( ||

1

|1|

1
),(

iSy
i

iRy n
i

nii

y
S

y
R

Dc γγ  (1) 

where ),( γDc  is the prototype or centroid of a topic, D is a training set, γ is the 

weight of the negative centroid, R D∈  consists of the on-topic documents (positive 
examples), and RDS n −∈ consists of the n negative instances that are closest to the 

positive centroid.  
An incoming story x can be scored by computing the cosine similarity between it 

and the centroid: 

)),(,cos()),(,( γγ DcxDcxr = . (2) 

A binary decision is obtained by thresholding on r. 
Unlike text classification where training data is more abundant, for event tracking 

we have to rely on extremely limited training examples. Naturally, the class prototype 
trained from the small initial training set is not very accurate. In particular, it cannot 
capture the different facets of an evolving event. Adaptive learning is useful here 
because it enables the system to flexibly adapt to the dynamic nature of evolving 
events by updating the centroid with on topic documents.  However, there are two 
main issues that the adaptation mechanism needs to address: 

1. Deciding whether a story is on topic and should be added to the centroid.  
2. Choosing a method for adjusting the centroid once a story has been identified as 

being on topic. 

We use pseudo-relevance feedback as a solution to (1): the story (d) is added to the 
centroid (C) as long as it has a score S(d,C) that is higher than an adaptation threshold 
tha.  Adapting this threshold is an interesting problem; however, in this paper we are 
focusing on (2). 

To address question (2), we define the new centroid to be: 
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where c ′ is the new centroid after adaptation, 
newy  is the vector of  the incoming story 

used to adapt the centroid; α is the weight given to the vector 
newy . 

One approach is to assign a fixed value to the weight factor α  (i.e. fixed weight 
adaptation). However, intuitively, different stories should have different weights; 
stories with a higher confidence score S(d,C) should have higher weight. It is not 
clear, however, what these weights should be. By addressing this problem, LIMSI had 
the best tracking system on TDT2001 benchmark evaluation. We briefly describe 
their weighted adaptation method in the next section, followed by our approach. 
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2.1   LWAdapt: LIMSI’s Weighted Adaptation  

LIMSI developed a novel approach to compute the variable adaptation weight. The 
similarity between a story and a topic is the normalized log likelihood ratio between 
the topic model and a general English model[4]. The similarity score S(d,C) is 
mapped to an adaptation weight Pr(C,d) using a piece-wise linear transformation 

)),((),( CdSfdCPr ≈ . This mapping is trained on a retrospective collection of 
documents (with event labels) by using the ratio of on-topic documents to off-topic 
documents in that collection.  This appears to be a sound approach, and yielded the 
good performance of the LIMSI’s system in TDT 2001. However, it has several prob-
lems: 1. A large amount of retrospective data is needed to get a reliable probabilistic 
mapping function. 2. The stability of the method relies on the consistency between 
events in the retrospective collection and the new events in the collection that the 
mapping function is applied to. 

Recall that news-story events are typically short-lasting, and a retrospective collec-
tion may not contain any of the new events in a later stream of news stories.  How 
suitable a mapping function learned for the old events would be for a new set of 
events is questionable.  In the following section, we present a simplified and better 
performing adaptation mechanism that does not suffer from these drawbacks. 

2.2   NWAdapt: Normalized Weighted Adaptation 

In this section, we outline a new weighted adaptation algorithm (NWAdapt), which is 
simpler and more effective than LIMSI’s approach. The basic idea of our approach is 
to directly use the cosine similarity scores generated by the tracking system (see for-
mula (2)) as the adaptation weights.  The cosine score reflects the similarity between 
each new and the prototype (centroid) of a topic/event. To ensure that the weights are 
non-negative, we rescale the cosine scores linearly as follows: 

2)1),((),( += CdSdCP . (4) 

This simply maps the [-1,1] cosine range into the usual  [0,1] weight range, and 
makes the weights more intuitive since they now fall in the more familiar probability 
range.  In the adaptation process, the score of each new document is compared to a 
pre-specified threshold (empirically chosen using a validation set); if and only if the 
score is higher than the threshold, the new document is used to update the topic proto-
type (formula (3)). 

While this approach may appear to be simplistic, several reasons make it worth in-
vestigating: 1. It generalizes LIMSI’s approach (i.e., using system-generated confi-
dence scores in PRF adaptation) by examining another kind of confidence scores – the 
cosine similarity. 2. If it works well, it will provide a strong baseline for future inves-
tigations on weighted adaptation methods because cosine similarity is simple, easy to 
implement, and well-understood in IR research and applications. 

In addition, this approach effectively avoids the disadvantages of LIMSI’s 
weighted adaptation: 1. The system does not need any data to train the adaptation 
weights. 2. The adaptation weights are topic-specific, computed from the similarity 
scores of documents with respect to each particular topic, not averaged over topics.  
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As Section 3 shows, the simpler method has the advantage of being slightly more 
effective, in addition to avoiding LWAdapt’s drawbacks. 

2.3   Cross-Lingual Components 

Our cross-lingual event tracking approach involves translating a few sample training 
documents instead of the large test data set. Therefore, the cross-lingual component is 
an integral part of our tracking system instead of a preprocessing step.  The tracking 
process can be divided into several steps: 1. Topic Expansion (PRF, optional) 2. Sam-
pling: Choosing training stories to translate. 3. Sample translations: a. using a diction-
ary (DICT). b. using the CL-PRF technique (below). 4. Segmentation (for Chinese): a. 
Phrase-based. b. Bigram-based. 5. Adaptation (described in section 2.1 and 2.2). 

Pseudo-relevance Feedback. Pseudo-relevance feedback (PRF) is a mechanism for 
query (or, in our case, topic) expansion. Originally developed for monolingual re-
trieval, it uses the initial query to retrieve a few top ranking documents, assumes those 
documents to be relevant (i.e., “pseudo-relevant”), and then uses them to expand the 
original query.  Let q  be the original query vector, q ′ be the query after the expan-

sion, d be a pseudo-relevant document, and k be the total number of pseudo-relevant 
documents. The new query is defined as: 

.
1=

+=′
k

i
idqq  (5) 

The adaptation of PRF to cross-lingual retrieval (CL-PRF) is to find the top-
ranking documents for a query in the source language, substitute the corresponding 
documents in a parallel corpus in the target language, and use these documents to 
form the corresponding query in the target language[12]. Let q ′  be the corresponding 

query in the target language, d  be a pseudo-relevant document substituted by target 
language corresponding document; the updated query/topic is defined to be as follow:  
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In our experiments, the positive examples for each topic are the queries. 

Sampling Strategy. Our sampling strategy is simply using temporal proximity to the 
4 stories identified as positive examples as the sole decision factor on whether to 
translate a story or not. An average of 120 stories per topic are translated, as opposed 
to a potentially infinite number of stories to translate with the conventional approach. 
These training stories are the only ones used as training data.  

This sampling strategy was chosen due to its mix of convenience, speed and poten-
tial effectiveness. The convenience factor is due to the TDT corpus packaging the 
data using temporal chunks (“files”) of about 20 stories. . We then took the chunks 
containing the on-topic examples as the sample to translate; therefore, the size of the 
sample can range from 1 to 4 “files”.  The speed factor is also important: carefully 
analyzing each story to decide whether to translate it or not can approach the transla-
tion cost itself, thereby defeating the purpose of sampling. The potential effectiveness 
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comes from the fact that these files can be richer in positive examples and borderline 
negative examples that mention the recent event of interest in passing. The actual 
effectiveness of the approach when compared to another sampling strategy remains to 
be proven, since exploring tradeoffs between different sampling strategies is left to 
future research. In this paper, we are focusing on examining the viability of sample 
translation itself. 

Note that our approach is flexible: the temporal proximity window can be ex-
panded to allow more stories to be translated, if time allows.  Tuning this parameter is 
also left to future sampling strategy research. One interesting challenge is adapting 
this approach to dealing with many data sources, since the fact that some sources are 
faster/more prolific than others needs to be taken into account. 

Segmentation. Segmentation is particularly problematic when translation is involved: 
BBN’s research shows that among the total 25% words which cannot be translated 
from Chinese into English, 5% result from a segmentation error[3].  In our research, 
we found that 15% of Chinese tokens cannot be translated into English, due to seg-
mentation errors and unrecognized named entities.   

In our experiments, we used both phrase-based segmentation and bigram-based 
segmentation to separate the terms. For phrase-based segmentation we reconstructed a 
phrase dictionary from segmented Chinese data provided by the LDC.  To segment 
our Chinese text, we used a longest string matching algorithm. For bigram-based 
segmentation, we simply used all two consecutive Chinese characters as tokens. Sec-
tion 3.5.1 compares the tracking effectiveness of these two alternatives. 

3   Experiments and Results 

This section presents our experimental setup and results. Section 3.1 and 3.2 present 
the data and performance measures used; Section 3.3 discusses previously published 
results. The following describe our experiments, which can be grouped as follows: 

1. Mixed language event tracking: Here, the topics as well as the stories are either 
in English, or translated into English from Mandarin by SYSTRAN. We present these 
results in order to demonstrate that our system is comparable to the best teams in 
recent TDT benchmark evaluations. 

2. CLET based on test document translation: This is similar to (1) in that it uses the 
conventional approach of translating all testing stories, but it does not include the 
English stories and it establishes a baseline for (3) under the same evaluation condi-
tions. 

 3. CLET based on translating a few training stories per event: This is the approach 
we promote in this paper. 

3.1   Tools and Data 

We chose the TDT-3 corpus as our experimental corpus in order to make our results 
comparable to results published in TDT evaluations[6].  The corpus includes both 
English and Mandarin news stories. SYSTRAN translations for all Mandarin stories 
are also provided.  Details are as follows:  
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1. Mixed language event tracking:  We used the TE=mul,eng evaluation condition 
in TDT 2001[7]. This uses the newest publicly available human judgments and allows 
us to compare our results with benchmark results released by NIST.  

2. CLET based on test document translation: We used the TE=man,eng evaluation 
condition in TDT 1999 (topics are English, news stories are in Mandarin with a 
SYSTRAN translation provided by NIST).  We also provided a dictionary translation 
using a 111K entries English-Chinese wordlist provided by LDC. In order to compare 
the results with (3), we use the same experimental conditions. 

3. CLET based on translating sampled training stories per event: We used the 
TE=man,nat evaluation condition in TDT 1999 (topics are in English, documents are 
Mandarin native stories). In order to model the real test setting, we kept all the Man-
darin native data in TDT3 as a test set.  For the training phase, we used sampled trans-
lated English documents, including the 4 positive examples.  There are 59 events. For 
each event we used around 120 translated stories as the training set.  For the query 
expansion phase we used the first six months of 1998 TDT3 English news stories. For 
cross-lingual PRF we used the Hong Kong News Parallel Text (18,147 article pairs) 
provided by LDC. For Chinese phrase segmentation we reconstructed a phrase dic-
tionary from segmented Chinese data provided by the LDC. 

3.2   Evaluation Measures 

To evaluate the performance of our system, we chose the conventional measures for 
event tracking used in TDT benchmark evaluations[7].  Each story is assigned a label 
of YES/NO for each of the topics. If the system assigns a YES to a story labeled NO 
by humans, it commits a false alarm error. If the system assigns a NO to a story la-
beled YES, it commits a miss error. The performance measures (costs) are defined as: 

ettnonfafaettmissmisstrk PPCPPCC argarg −⋅⋅+⋅⋅=  (7) 

),min(
)(

argarg ettnonfaettmiss

trk
normtrk PCPC

C
C

−⋅⋅
=  

(8) 

where Cmiss and Cfa are the costs of a miss and a false alarm, We use Cmiss=1.0 and 
Cfa=0.1, respectively; Pmiss and Pfa are the conditional probabilities of a miss and a 
false alarm, respectively; Ptarget and Pnon-target are the prior target probabilities 
( ettettnon PP argarg 1−=− ). Ptarget was set to 0.02 following the TDT tradition; Pmiss is the 

ratio of the number of miss errors to the number of the YES stories in the stream; Pfa 
is the ratio of the number of false alarm errors to the total number of NO stories.  The 
normalized cost normtrkC )(  computes the relative cost of the system with respect to the 

minimum of two trivial systems (Simply assigns “Yes” labels or “No” labels without 
examining the stories). To compare costs between two tracking approaches, we used 
the Cost Reduction Ratio ( δ ): 

normtrknormtrknormtrk CCC )/())()(( ′−=δ  (9) 

 



 Applying CLIR Techniques to Event Tracking 31 

 

where normtrkC )(  and normtrkC )( ′  are the normalized costs of two approaches,  and δ  is 

the cost reduction ratio by using approach2 instead of approach1. 
We also use the Detection-Error Tradeoff (DET) curve[5] to show how the thresh-

old would affect the trade-off between the miss and false alarm rates. 

3.3   Mixed Language Event Tracking Results 

In the mixed language event tracking task, LIMSI was the best in the benchmark 
evaluation in TDT2001. The cost using Nt=4 (4 positive instances per topic) is 

normtrkC )( = 0.1415, as released by NIST.  
In order to compare our new weighted and normalized adaptation (NWAdapt) with 

LIMSI’s weighted adaptation (LWAdapt) and our old adaptation approach (FWA-
dapt), we implemented LIMSI’s approach in our system. We trained LIMSI’s confi-
dence transformation and all the parameters on TDT1999 dry-run conditions and 
applied the adaptation weight and parameters for the TDT 2001 task. 

Table 1 shows four results: our system performance without adaptation, our system 
performance with FWAdapt, with LWAdapt and with NWAdapt. Note that our LWA-
dapt implementation performed as well as the results reported by NIST. NWAapt 
reduced the cost more than FWAdapt and LMAdapt when compared to the no adapta-
tion alternative.  

Table 1. Results of adaptation methods in mixed language event tracking on the TDT-2001 
evaluation dataset 

Adaptation Method Cost δ  
Without adaptation 0.1453 -- 
FWAdapt 0.1448 0.3% 
LMAdapt 0.1413 2.7% 
NMAdapt 0.1236 14.9% 

3.4   CLET Using Test Document Translation 

We experimented with the conventional approach to CLET (test document transla-
tion) by using both SYSTRAN translations provided by LDC and dictionary transla-
tion after topic expansion. For dictionary translation, we used a simple bilingual dic-
tionary and we translate the entire test set word by word.  The dictionary translation 
performs worse than the SYSTRAN translation (0.1336 vs. 0.1745), but this experi-
ment is useful in order to provide a fair comparison with topic translation, which uses 
the same dictionary. We opted for using a dictionary in our experiments because 
SYSTRAN is a more costly solution that is also less likely to be available for an arbi-
trary language. Additionally, while SYSTRAN is better than a dictionary on news 
stories, this is not necessarily true in a domain with technical vocabulary. 
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Table 2. Parameter Values and Corresponding Labels 

Seg-
menta-
tion 

Ex-
pand

Adapta-
tion 

Label Seg-
menta-
tion 

Ex-
pand

Adapta-
tion 

Label 

Phrase No No Phrase Bigram No No Bigram 
Phrase No FWAdapt Phrase+ 

FWAdapt 
Bigram No FWAdapt Bigram+ 

FWAdapt 
Phrase No LWAdapt Phrase+ 

LWAdapt 
Bigram No LWAdapt Bigram+ 

LWAdapt 
Phrase No NWAdapt Phrase+ 

NWAdapt 
Bigram No NWAdapt Bigram+ 

NWAdapt 
Phrase Yes No Phrase+TE Bigram Yes No Bigram+TE 
Phrase Yes FWAdapt Phrase+TE 

+FWAdapt 
Bigram Yes FWAdapt Bigram+TE 

+FWAdapt 
Phrase Yes LWAdapt Phrase+TE 

+LWAdapt 
Bigram Yes LWAdapt Bigram+TE 

+LWAdapt 
Phrase Yes NWAdapt Phrase+TE 

+NWAdapt 
Bigram Yes NWAdapt Bigram+TE 

+NWAdapt 

3.5   CLET Using Training Sample Translation 

We explored both DICT and CL-PRF as CLIR methods targeted towards bridging the 
language gap. CL-PRF performed only slightly better than DICT, probably because of 
the mismatch between the parallel corpus and the news stories. Since DICT is more 
time efficient and stable with respect to the topics, the experiments described below 
use DICT instead of CL-PRF. Since there are many factors that affect performance, 
Table 2 summarizes the different parameter values and their label subsequently used 
in the result. Refer to Section 2.3 for the detailed description of each factor. 

Topic Expansion and Segmentation. Table 3 compares the different approaches to 
topic expansion and Chinese segmentation. As expected, topic expansion does im-
prove the cost significantly ( δ =41%). 

Table 3. The Effects of Topic Expansion and Segmentation Method 

Condition: English-Chinese Cost δ  
Phrase(DICT) 0.5039 -- 
Phrase+TE 0.2974 41% 
Bigram 0.3848 26.3% 
Bigram+TE 0.2522 50% 

Additionally, using bigrams as linguistic units significantly improves performance 
over using phrase segmentation. Due to the overlapping nature of bigram segmenta-
tion, the segmented text contains more information but also more noise when com-
pared to phrase segmentation. This creates an effect similar to query expansion and is 
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more likely to contain the “true” meaning unit. Our experiments show that, in spite of 
the added noise, the added information improves the tracking performance. Using 
both topic expansion and bigram segmentation yields a 50% relative cost reduction. 

Table 4. The effects of different adaptation approaches 

Condition: English-Chinese Cost δ  
Phrase (no adaptation) 0.5039 -- 
Phrase+FWAdapt 0.5023 0.3% 
Phrase+LWAdapt 0.4258 15.5% 
Phrase+NWAdapt 0.4197 16.7% 
Phrase+TE 0.2974 41% 
Phrase+TE+LWAdapt 0.2660 47.2% 
Phrase+TE+NWAdapt 0.2617 48% 
Bigram+TE 0.2522 50% 
Bigram+TE+LWAdapt 0.2467 51% 
Bigram+TE+NWAdapt 0.2413 52.6% 

Adaptation Approaches for CLET.  In Section 2, we mentioned that adaptation is a 
useful approach to improve the tracking system performance. Here, we compare the 
effects of the different adaptation methods, including fixed weight adaptation 
(FWAdapt), LIMSI weighted adaptation (LWAdapt) and our simplified normalized 
weighted adaptation (NWAdapt).  For fixed adaptation, we chose the best result 
obtained. We trained LIMSI’s mapping approach on the TDT2 data set. Table 4 
shows that, while fixed weight adaptation leads to an insignificant improvement over 
no adaptation, LWAdapt and NWAdapt do significantly better, with our simplified 
approach being slightly better. 

As expected, combining all three favorable approaches yields the best result so far: 
the cost is 0.2413, with a 52.6% cost reduction with respect to the baseline. Our sim-
plified adaptation performed better than LWAdapt in all parameter combinations. 

Translating Test Documents vs. Sampled Training Documents. Using SYSTRAN 
to translate the testing documents and performing the equivalent of monolingual event 
tracking is the best approach with regard to minimizing tracking cost. However, 
translating all documents is not practical when dealing with the realities of new 
streams on the Web.  Our goal is to come as close as possible to this upper bound, 
while avoiding the expense of translating all stories. The approach we have proposed 
is to translate small training documents per topic, using temporal proximity to positive 
instances as a sampling criterion. 

Figure 1 and Table 5 compare the effectiveness of translating the entire test set 
with that of translating only small training samples. For comparison purposes, both 
SYSTRAN and DICT were used when translating the entire test set; this is because 
the dictionary translation is generally less effective than the best commercial MT 
system. Topic expansion was also used when translating the test set, to facilitate a fair 
comparison. The tracking cost is reduced by 27% when the entire test set is translated 
instead of translating a few training documents per topic.  If the data stream is rela-
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tively low volume, with few languages represented and comes from a source that does 
not limit downloads, translating the stories is clearly the best approach. However, if 
the amount of data, its linguistic variety, or its access limitations makes translating all 
documents impossible or difficult, the increased cost is an acceptable tradeoff. 

 

Fig. 1. Translating training samples can be a viable alternative 

Table 5. Translating all test documents vs. Training samples 

Condition Cost 
Upper bound: Translating test documents (SYSYTRAN) 0.5039 
Translating test documents (DICT) 0.2974 
Translating training samples (DICT) 0.2522 

4   Conclusion 

In this paper we have proposed a more practical approach to cross-lingual event track-
ing (CLET): translating a small sample of the training documents, instead of translat-
ing the entire test set. The latter approach could be prohibitively expensive when the 
“test set” is expanded to include the entire Web. In order to implement this approach, 
we have examined the applicability and performance of several cross-lingual informa-
tion retrieval techniques to CLET. In addition, we have presented a significantly sim-
plified event tracking adaptation strategy, which is more reliable and better perform-
ing than its previously introduced counterpart. 

Overall, these strategies (in particular pre-translation topic expansion and bigram 
segmentation) reduce the cross-lingual tracking cost by more than 50% when com-
pared to simple dictionary translation.  This result is not surprising, given that query 
expansion has been repeatedly shown to improve cross-lingual information re-
trieval[10], but has not been previously used as a translation aid in true cross-lingual 
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event tracking. We believe these cross-lingual retrieval techniques are an effective 
way of bridging the language gap in true cross-lingual event tracking. 

5   Future Work 

In this work we focused mostly on expanding topics by using pseudo-relevance feed-
back and bigram segmentation. In our future work we plan to concentrate on improv-
ing the translation accuracy. Potential methods include better machine translation 
techniques, named entity tracking, and investigating various sampling strategies. 
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Abstract. This paper presents a novel algorithm for document clus-
tering based on a combinatorial framework of the Principal Direction
Divisive Partitioning (PDDP) algorithm [1] and a simplified version of
the EM algorithm called the spherical Gaussian EM (sGEM) algorithm.
The idea of the PDDP algorithm is to recursively split data samples
into two sub-clusters using the hyperplane normal to the principal direc-
tion derived from the covariance matrix. However, the PDDP algorithm
can yield poor results, especially when clusters are not well-separated
from one another. To improve the quality of the clustering results, we
deal with this problem by re-allocating new cluster membership using
the sGEM algorithm with different settings. Furthermore, based on the
theoretical background of the sGEM algorithm, we can naturally extend
the framework to cover the problem of estimating the number of clusters
using the Bayesian Information Criterion. Experimental results on two
different corpora are given to show the effectiveness of our algorithm.

1 Introduction

Unsupervised clustering has been applied to various tasks in the field of Infor-
mation Retrieval (IR). One of the challenging problems is document clustering
that attempts to discover meaningful groups of documents where those within
each group are more closely related to one another than documents assigned
to different groups. The resulting document clusters can provide a structure for
organizing large bodies of text for efficient browsing and searching [15].

A wide variety of unsupervised clustering algorithms has been intensively
studied in the document clustering problem. Among these algorithms, the iter-
ative optimization clustering algorithms have demonstrated reasonable perfor-
mance for document clustering, e.g. the Expectation-Maximization (EM) algo-
rithm and its variants, and the well-known k-means algorithm. Actually, the
k-means algorithm can be considered as a spacial case of the EM algorithm [3]
by assuming that each cluster is modeled by a spherical Gaussian, each sample
is assigned to a single cluster, and all mixing parameters (or prior probabilities)
are equal. The competitive advantage of the EM algorithm is that it is fast,
scalable, and easy to implement. However, one major drawback is that it often

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 36–47, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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gets stuck in local optima depending on the initial random partitioning. Several
techniques have been proposed for finding good starting clusters (see [3][7]).

Recently, Boley [1] has developed a hierarchal clustering algorithm called the
Principal Direction Divisive Partitioning (PDDP) algorithm that performs by
recursively splitting data samples into two sub-clusters. The PDDP algorithm
has several interesting properties. It applies the concept of the Principal Compo-
nent Analysis (PCA) but only requiring the principal eigenvector, which is not
computationally expensive. It can also generate a hierarchal binary tree that
inherently produces a simple taxonomic ontology. Clustering results produced
by the PDDP algorithm compare favorably to other document clustering ap-
proaches, such as the agglomerative hierarchal algorithm and associative rule
hypergraph clustering. However, the PDDP algorithm can yield poor results,
especially when clusters are not well-separated from one another. This problem
will be described in depth later.

In this paper, we propose a novel algorithm for document clustering based
on a combinatorial framework of the PDDP algorithm and a variant of the EM
algorithm. As discussed above, each algorithm has its own strengths and weak-
nesses. We are interested in the idea of the PDDP algorithm that uses the PCA
for analyzing the data. More specifically, it splits the data samples into two sub-
clusters based on the hyperplane normal to the principal direction derived from
the covariance matrix of the data. When the principal direction is not represen-
tative, the corresponding hyperplane tends to produce individual clusters with
wrongly partitioned contents. One practical way to deal with this problem is to
run the EM algorithm on the partitioning results. We present a simplified version
of the EM algorithm called the spherical Gaussian EM algorithm for performing
such task. Furthermore, based on the theoretical background of the spherical
Gaussian EM algorithm, we can naturally extend the framework to cover the
problem of estimating the number of clusters using the Bayesian Information
Criterion (BIC) [9].

The rest of this paper is organized as follows. Section 2 briefly reviews some
important backgrounds of the PDDP algorithm, and addresses the problem caus-
ing the incorrect partitioning. Section 3 presents the spherical Gaussian EM al-
gorithm, and describes how to combine it with the PDDP algorithm. Section 4
discusses the idea of applying the BIC to our algorithm. Section 5 explains the
data sets and the evaluation method, and shows experimental results. Finally,
we conclude in Section 6 with some directions of future work.

2 Document Clustering via Linear Partitioning
Hyperplanes

Suppose we have a 1-dimensional data set, e.g. real numbers on a line. The
question is how to split this data set into two groups. One simple solution may
be the following procedures. We first find the mean value of the data set, and then
compare each point with the mean value. If the point value is less the mean value,
it is assigned to the first group. Otherwise, it is assigned to the second group.
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The problem arises when we have a d-dimensional data set. Based on the idea of
the PDDP algorithm, we can deal with this problem by projecting all the data
points onto the principal direction (the principal eigenvector of the covariance
matrix of the data set), and then the splitting process can be performed based
on this principal direction. In geometric terms, the data points are partitioned
into two sub-clusters using the hyperplane normal to the principal direction
passing through the mean vector [1]. We refer to this hyperplane as the linear
partitioning hyperplane.

Given a matrix M, we obtain the covariance matrix C = (M − meT )(M −
meT )T = AAT , where A = M − meT , m is the mean vector of M, and e
is the vector of ones, (1, . . . , 1)T . To obtain the principal eigenvector of C, the
notion of the Singular Value Decomposition (SVD) is used. The SVD of A is
the factorization A = UΣVT , where UT U = VT V = I, and Σ is a diagonal
matrix, whose non-negative values are sorted in decreasing order. It is known
that the left and right singular vectors of A are equivalent to the eigenvectors
of AAT and AT A, respectively. If we write A in terms of the SVD, we get
AAT = UΣVT VΣT UT = UΣIΣT UT = UΣ2UT . Thus, the columns of U,
known as the left singular vectors, are the eigenvectors of AAT . In our work,
we just require the principal eigenvector, which is the first left singular vector
denoted by u1. To efficiently compute a partial SVD of a matrix, the Lanczos
algorithm is applied (see [6] for more details).

Let di be a document vector, and C be a cluster, where C = {d1, . . . ,d|C|}.
The principal direction of C is denoted by uC . The mean (or centroid) vector of
the cluster can be calculated as follows:

mC =
1
|C|

|C|∑

i=1

di . (1)

The linear partitioning hyperplane for splitting C into the left child L and
right child R corresponds to the following discriminant function [1]:

fC(di) = uT
C (di − mC) , (2)

where

di ∈
{L, if fC(di) ≤ 0,

R, if fC(di) > 0. (3)

The PDDP algorithm begins with all the document vectors in a large single
cluster, and proceeds by recursively splitting the cluster into two sub-clusters
using the linear partitioning hyperplane according to the discriminant function
in Equations 2 and 3. The algorithm stops splitting based on some heuristic,
e.g. a predefined number of clusters. It finally yields a binary tree, whose leaf
nodes form the resulting clusters. To keep the binary tree balanced, it selects
an un-split cluster to split by using the scatter value, measuring the average
distance from the data points in the cluster to their centroid. The basic PDDP
algorithm is given in Algorithm 1.

As mentioned earlier, the problem of the PDDP algorithm is that it cannot
achieve good results when clusters are not well-separated from one another.
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Fig. 1. Two partitions after the first iteration (left), and three partitions after the
second iteration (right)

Algorithm 1: The basic PDDP algorithm.
input : A data set representing by a matrix M = (d1,d2, . . . ,dn), and a

desired number of clusters kmax.
output : A binary tree T with leaf nodes forming a partitioning of the data

set.
begin

Initialize a binary tree T with a single root node, and k ← 0.
while k < kmax do

Select the leaf node C with the largest scatter value.
Compute the mean vector mC and the principal direction uC .
For each document di ∈ C, assign di to L or R according to Equations
2 and 3.
Set T ← T ∪ {L, R}, and k ← k + 1.

end
end

Let us describe with an empirical example. Figure 1 shows two partitions after
the first iteration (left) and three partitions after the second iteration (right)
produced by performing the PDDP algorithm on a 2-dimensional data set1. The
data set consists of 334 points. The actual class labels are not given, but one can
observe that it is composed of five compact clusters [8]. Based on the principal
direction and the corresponding linear partitioning hyperplane, we can see that
the PDDP algorithm starts with significantly wrong partitioning on the middle
left-hand cluster. If we further perform the partitioning without making some
adjustments, the resulting clusters become worse. This indicates that the basic
PDDP algorithm can produce poor solutions in some distributions of the data,
which we do not know in advance. Also, we may require some information to
suggest whether to split a particular cluster further or keep it as it is.

1 This data set is available at http://www.jihe.net/datasets.htm.
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3 Refining Partitioning with Reallocation

In practice, it is possible to refine the partitioning results by re-allocating new
cluster membership. The basic idea of the reallocation method [12] is to start
from some initial partitioning of the data set, and then proceed by moving objects
from one cluster to another cluster to obtain an improved partitioning. Thus, any
iterative optimization clustering algorithm can be applied to do such operation.
We formulate our problem as a finite mixture model, and apply a variant of the
EM algorithm for learning the model. We assume that each document vector di

is generated independently from a probability density function:

p(di|Θ) =
k∑

j=1

p(di|cj ;θj)P (cj) , (4)

where k is the number of components, the conditional probability density func-
tion p(di|cj ;θj) is the component density, and the prior probability P (cj) is the
mixing parameter. Thus, we have the model parameters: Θ = {P (c1), . . . , P (ck);
θ1, . . . ,θk}. To estimate the model parameters, we work with the maximum like-
lihood (ML) estimation. Given a set of document vectors D = {d1, . . . ,dn}, the
incomplete-data log likelihood can be expressed as:

log L(Θ) = log p(D|Θ) = log
n∏

i=1

p(di|Θ) =
n∑

i=1

log
k∑

j=1

p(di|cj ;θj)P (cj) . (5)

Our objective is to maximize log L. However, Equation 5 is difficult to op-
timize because it contains the log of sums. Thus, we introduce the variable of
the missing data Z = {z1, z2, . . . , zn}, where zi = (zi1, . . . , zik)T is a vector of
binary indicator variables, and (zi)j = zij = 1 if the vector di was generated
from the component cj ; otherwise zij = 0. Now we can write the complete-data
log likelihood as:

log Lc(Θ) =
n∑

i=1

k∑

j=1

zij log(p(di|cj ;θj)P (cj)) . (6)

Since Z is unknown, we instead work with its expectation. A local maximum
of log Lc can be found by applying the EM algorithm that performs by iterating
two steps:

• E-step: Ẑ〈t+1〉 = E[Z; Θ̂〈t〉],

• M-step: Θ̂〈t+1〉 = argmaxΘ

(
log Lc(Θ; Ẑ〈t+1〉)

)
.

So far, the problem is how to estimate the model parameters. Here we assume
that the data samples are drawn from the multivariate normal density in �d.
We also assume that features are statistically independent, and a component
cj generates its members from the spherical Gaussian with the same covariance
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Algorithm 2: The spherical Gaussian EM algorithm.
begin

Initialization: Set (zi)
〈0〉
j from a partitioning of the data, and t ← 0.

repeat
E-step: For each di, 1 ≤ i ≤ n and cj , 1 ≤ j ≤ k, find its new component
index as:

(zi)
〈t+1〉
j =

{
1, if j∗ = argmaxj log(P 〈t〉(cj |di; θj)),
0, otherwise.

M-step: Re-estimate the model parameters:

P (cj)〈t+1〉 =
1
n

n∑

i=1

(zi)
〈t+1〉
j

m〈t+1〉
j =

n∑

i=1

di(zi)
〈t+1〉
j /

n∑

i=1

(zi)
〈t+1〉
j

σ2〈t+1〉 =
1

n · d

n∑

i=1

k∑

j=1

‖ di − mj ‖2 (zi)
〈t+1〉
j .

until Δ log Lc(Θ) < δ;
end

matrix [5]. Thus, the parameter for each component cj becomes θj = (mj ,σ
2Id),

and the component density is:

p(di|cj ;θj) =
1

(2π)d/2σd
exp

(
− ‖ di − mj ‖2

2σ2

)
. (7)

Based on Bayes’ theorem, the probability that di falls into cj can be defined
as the product of the component density and the mixing parameter:

P (cj |di;θj) = p(di|cj ;θj)P (cj) . (8)

Note that we estimate this probability with log(P (cj |di;θj)) that corresponds
to the log term in Equation 6. Algorithm 2 gives an outline of a simplified
version of the EM algorithm. From the assumptions of the model, we refer to
this algorithm as the spherical Gaussian EM algorithm (or the sGEM algorithm
for short). The algorithm tries to maximize log Lc at very step, and iterates until
convergence. For example, the algorithm terminates when Δ log Lc < δ, where δ
is a predefined threshold. In this paper, we set δ = 0.001.

The sGEM algorithm can be combined with the PDDP algorithm in several
ways. We can run the sGEM algorithm on the local region after the splitting
process by fixing k = 2. This idea is closely related to the concept of the bisecting
k-means algorithm [14]. However, our initial partitions are based on the PDDP
algorithm rather than using the random initialization. We can also run the sGEM
algorithm at the end of the PDDP algorithm, where k is equal to the number
of leaf nodes of the PDDP’s binary tree. In other words, we can think that the
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Algorithm 3: The combination of the PDDP and sGEM algorithms using
the BIC as the stopping criterion.

input : A data set representing by a matrix M = (d1,d2, . . . ,dn).
output : A set of disjoint clusters C1, C2, . . . , Ck.
begin

Initialize a binary tree T with a single root node, and k ← 0.
BICglobal ← BIC(root node)
repeat

Select the leaf node C with the largest scatter value.
Compute the mean vector mC and the principal direction uC .
For each document di ∈ C, assign di to L or R according to Equations
2 and 3.
Run sGEM({L,R}) for the local refinement.
if BIC({L, R}) > BIC(C) then

Ttmp ← all the current leaf nodes except node C.
BICtmp ← BIC(Ttmp ∪ {L, R})
if BICtmp > BICglobal then

BICglobal ← BICtmp

Set T ← T ∪ {L, R}, and k ← k + 1.
until the leaf nodes cannot be partitioned ;

Initialize C〈0〉
1 , C〈0〉

2 , . . . , C〈0〉
k with leaf nodes of T , and t ← 0.

Run sGEM({C〈t〉
j }k

j=1) until convergence.
end

sGEM algorithm can get trapped in a local optimum due to a bad initialization,
so performing the PDDP algorithm as the first round of the sGEM algorithm
may help to avoid this problem. The computational time is reasonable. Since the
initial partitions generated by the PDDP algorithm are better than random ones,
the combined algorithm performs a moderate number of the sGEM iterations.

4 Estimating Number of Document Clusters

When we need to apply the clustering algorithm to a new data set having lit-
tle knowledge about its contents, fixing a predefined number of clusters is too
strict and inefficient to discover the latent cluster structures. Based on the fi-
nite mixture model described in the previous section, we can naturally extend
the combination of the PDDP algorithm and the sGEM algorithm to cover the
problem of estimating the number of clusters in the data set. Here we apply a
model selection technique called the Bayesian Information Criterion (BIC) [9].
Generally, the problem of model selection is to choose the best one among a set
of candidate models. Given a data set D, the BIC of a model Mi is defined as:

BIC(Mi) = log L(D|Mi) − pi

2
· log |D| , (9)

where log L(D|Mi) is the log likelihood of the data according to the model Mi,
and pi is the number of independent parameters to be estimated in the model
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Mi. The BIC contains two components, where the first term measures how well
the parameterized model predicts the data, and the second term penalizes the
complexity of the model [4]. Thus, we select the model having the largest value
of the BIC, M∗ = argmaxiBIC(Mi).

In the context of document clustering, the log likelihood of the data can be
derived from Equation 6. As a result, we directly obtain the value of the first term
of the BIC from running the sGEM algorithm. However, we can also compute
it from the data according to the partitioning. The number of parameters is the
sum of k − 1 component probabilities, k · d centroid coordinates, and 1 variance.

Boley’s subsequent work [2] also suggests a dynamic threshold called the
centroid scatter value (CSV) for estimating the number of clusters. This criterion
is based on the distribution of the data. Since the PDDP algorithm is a kind
of the divisive hierarchical clustering algorithm, it gradually produces a new
cluster by splitting the existing clusters. As the PDDP algorithm proceeds, the
clusters get smaller. Thus, the maximum scatter value in any individual cluster
also gets smaller. The idea of the CSV is to compute the overall scatter value of
the data by treating the collection of centroids as individual data vectors. This
stopping test terminates the algorithm when the CSV exceeds the maximum
cluster scatter value at any particular point.

We can think of the CSV as a value that captures the overall improvement,
whereas the BIC can be used to measure the improvement in both the local
and global structure. As mentioned earlier, in the splitting process, we need
some information to make the decision whether to split a cluster into two sub-
clusters or keep its current structure. We first calculate the BIC locally when
the algorithm performs the splitting test in the cluster. The BIC is calculated
globally to measure the overall structure improvement. If both the local and
global BIC scores improve, we then split the cluster into two children clusters.
Algorithm 3 describes the unified algorithm based on the PDDP and sGEM
algorithms using the BIC as the stopping criterion.

5 Experiments

5.1 Data Sets and Experimental Setup

The Yahoo News (K1a) data set2 consists of 2340 news articles obtained from the
Web in October 1997. Each document corresponds to a web page listed in the
subject hierarchy of Yahoo! This data set is divided into 20 categories. Note
that the number of documents in each category varies considerably, ranging from
9 to 494.

The 20 Newsgroups data set consists of 20000 articles evenly divided among
20 different discussion groups [10]. This data set is collected from UseNet post-
ings over a period of several months in 1993. Many categories fall into confusable
clusters. For example, five of them are computer discussion groups, and three

2 The 21839×2340 term-document matrix is publicly available at
http://www-users.cs.umn.edu/∼karypis/cluto/download.html.
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of them discuss religion. We used the Bow toolkit [11] to construct the term-
document matrix (sparse format). We removed the UseNet headers, and also
eliminated the stopwords and low-frequency words (occurring less than 2 times).
We finally obtained the 59965×19950 term-document matrix for this data set.

We also applied the well-known tf·idf term weighting technique. Let di =
(wi1, wi2, . . . , wim)T , where m is the total number of the unique terms. The
tf·idf score of each wik can be computed by the following formula [13]:

wik = tfik · log
(

n

dfk

)
, (10)

where tfik is the term frequency of wk in di, n is the total number of documents
in the corpus, and dfk is the number of documents that wk occurs. Finally, we
normalized each document vector using the L2 norm.

For the purpose of comparison, we chose the basic PDDP algorithm as the
baseline. We first tested three different settings of Algorithm 3, including sGEM-
PDDP-L, sGEM-PDDP-G, and sGEM-PDDP-LG. sGEM-PDDP-L refers to running
the sGEM algorithm locally on each PDDP splitting process, whereas sGEM-
PDDP-G refers to running the sGEM algorithm globally after the PDDP algo-
rithm converged. sGEM-PDDP-LG refers to running the sGEM algorithm with
the PDDP algorithm both locally and globally. The number of clusters k is var-
ied in the range [2, 2k], and no stopping criterion was used. Then we applied
both the CSV and the BIC to the above settings in order to test the estimation
of the number of clusters.

5.2 Evaluation Method

Since all the documents are already categorized, we can perform evaluation by
comparing clustering results with the true class labels. In our experiments, we
used the normalized mutual information (NMI) [16]. In the context of docu-
ment clustering, mutual information can be used as a symmetric measure for
quantifying the degree of relatedness between the generated clusters and the ac-
tual categories. Particularly, when the number of clusters differs from the actual
number of categories, mutual information is very useful without a bias towards
smaller clusters. By normalizing this criterion to take values between 0 and 1,
the NMI can be calculated as follows:

NMI =

∑
h,l nh,l log(n · nh,l/nhnl)√

(
∑

h nh log(nh/n))(
∑

l nl log(nl/n))
, (11)

where nh is the number of documents in the category h, nl is the number of
documents in the cluster l, and nh,l is the number of documents in the category
h as well as in the cluster l. We can interpret that the NMI value is 1 when
clustering results exactly match the true class labels, and close to 0 for a random
partitioning [17].
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Fig. 2. NMI results on Yahoo News (K1a) (left), and 20 Newsgroups (right)

5.3 Experimental Results

In Figure 2, we show clustering results on the Yahoo News (K1a) data set (left),
and the 20 Newsgroups data set (right). The horizontal axis indicates the num-
ber of clusters, while the vertical axis shows the NMI values. On the Yahoo
News (K1a) data set, we can see that our combined algorithms significantly out-
perform the basic PDDP algorithm over the entire range. Furthermore, we can
observe the correlation between PDDP and sGEM-PDDP-G. This indicates that
performing the global refinement with the sGEM algorithm can considerably im-
prove the quality of the clustering results in this data set. We can also observe
the correlation between sGEM-PDDP-G and sGEM-PDDP-LG. From the curves,
performing the global refinement after the local refinement seems to slightly af-
fect the quality of the clustering results. As the number of clusters increases, the
results of all the combined algorithms tend to converge to similar values.

On the 20 Newsgroups data set, we can see that our combined algorithms
perform relatively better than the basic PDDP algorithm, particularly with
sGEM-PDDP-G and sGEM-PDDP-L. However, performing the global refinement
after the local refinement as in sGEM-PDDP-LG degrades the quality of the clus-
tering results. The global refinement with the sGEM algorithm leads to more
decisions to move each document from its cluster to other candidate clusters. As
described earlier, since some categories in this data set have similar or related
topics, it has a chance that the document is reassigned to the wrong cluster.

Table 1 summarizes clustering results by varying the stopping criteria. Note
that both the data sets have the actual number of categories at 20. We can see
that both criteria can yield reasonable results in terms of the number of clusters
and NMI values. For the Yahoo News (K1a) data set, applying the CSV to all
the combined algorithms as well as the basic PDDP algorithm gives the same
result at 15 clusters. With the BIC, PDDP and sGEM-PDDP-G underestimate
the number of clusters at 5, while sGEM-PDDP-L and sGEM-PDDP-LG find 12
clusters. Since the BIC is calculated locally on each splitting test and measures
how well the partitioning can model a given data set, it can be affected by the
local refinement more than the CSV. For the 20 Newsgroups data set, with
the CSV, PDDP and sGEM-PDDP-G find 34 clusters, while sGEM-PDDP-L and
sGEM-PDDP-LG find 26 clusters. When we tested with the BIC, the results are
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Table 1. Clustering results by varying stoping criteria on Yahoo News (K1a) and 20

Newsgroups

Data set Criterion Algorithm k found NMI Time (sec.)

Yahoo News (K1a)

CSV

PDDP 15 0.447 2.79
sGEM-PDDP-G 15 0.538 8.14
sGEM-PDDP-L 15 0.555 4.77
sGEM-PDDP-LG 15 0.564 11.98

BIC

PDDP 5 0.478 2.01
sGEM-PDDP-G 5 0.496 3.64
sGEM-PDDP-L 12 0.589 4.78
sGEM-PDDP-LG 12 0.571 6.34

20 Newsgroups

CSV

PDDP 34 0.443 15.838
sGEM-PDDP-G 34 0.482 105.39
sGEM-PDDP-L 26 0.478 50.40
sGEM-PDDP-LG 26 0.466 219.33

BIC

PDDP 25 0.426 14.70
sGEM-PDDP-G 25 0.463 78.45
sGEM-PDDP-L 28 0.473 50.58
sGEM-PDDP-LG 28 0.476 164.74

slightly different. PDDP and sGEM-PDDP-G find 25 clusters, and sGEM-PDDP-L
and sGEM-PDDP-LG find 28 clusters.

6 Conclusion and Future Work

We have presented several strategies for improving the basic PDDP algorithm.
When the principal direction is not representative, the corresponding hyperplane
tends to produce individual clusters with wrongly partitioned contents. By for-
mulating the problem with the finite mixture model, we describe the sGEM
algorithm that can be combined with the PDDP algorithm in several ways for
refining the partitioning results. Preliminarily experimental results on two dif-
ferent document sets are very encouraging.

In future work, we intend to investigate other model selection techniques
for approximating the number of underlying clusters. Recently, work by [7] has
demonstrated that estimating the number of clusters in the k-means algorithm
using the Anderson-Darling test yields very promising results, and seems to
outperform the BIC. We think that this statistical measure can also be applied
to our proposed algorithm.
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Abstract. We developed a summarizing system ABISYS based on the output of 
semantic analysis system SAGE. ABISYS extracts important words from an ar-
ticle and generates summary sentences according to the word meanings and the 
deep cases among the words in the output from SAGE. In this paper, we define 
five kinds of scores to evaluate the importance of a word respectively on repeti-
tion information, context information, position information, opinion word in-
formation and topic-focus information. We first calculate the above scores for 
each substantive and reflect them in a five-dimensional space. Then the prob-
ability of each substantive to be important is calculated using a pan-distance of 
Mahalanobis. Finally, we complement the indispensable cases for verbs and the 
Sahen nouns that have been selected as important words, and use them as the 
summary element words to generate easy-to-read Japanese sentences. We car-
ried out a subjectivity evaluation for our system output by referring to the sum-
maries made by human. In comparison with the subjectivity evaluations made 
for other summarizing systems, we found that the point of readability was on a 
par with other systems, while the point of content covering was much better. 
And 95% of the summary sentences generated by ABISYS were acknowledged 
as correct Japanese sentences. 

1   Introduction 

Automated summarization has attracted more and more attention for years as a field 
of text mining [15,16]. A major method used in earlier days for Japanese summarizing 
tasks is based on the extraction of important sentences. Recent years, a methodologi-
cal change has been seen in some research where the extraction of important words, 
the deletion of unnecessary words, or a hybrid model of the former two is used. How-
ever, neither seems to have made semantic analysis. As a result, some important 
words are neglected, while many unnecessary words remain in the summary. 

For instance, Hatayama etc. [4] extracted the important words using surface infor-
mation and structural information, and selected the words for generating sentences 
around the main verb only. Ueda etc. made a proposal to summarize by listing the 
word pairs that are considered important [18]. Oguro etc. made a natural summary 
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relying on the structural information among the phrases in a sentence [13]. Ishizako 
etc. [6] and Ohtake etc. [14] put their focus on the deletion of words and the extrac-
tion of importance sentences. 

On the other hand, there are some summarizing systems for non-Japanese docu-
ments that have employed semantic information. For instance, the work of Hahn and 
Reimer [1], and that of Hovy and Lin [5]. 

As denoted above, except several summarizing systems for non-Japanese docu-
ments, no summarization for Japanese has taken account of semantic information up 
to now. In this paper we describe an automatic summarizing system ABISYS devel-
oped on the basis of a Japanese semantic analysis. We aimed to extract semantically 
important words and generate correct and natural Japanese sentences. 

2   Outline of Abisys 

Our idea for summarizing a Japanese document is similar to those used in various 
summarizing tasks. We all try to extract important words and generate refined sen-
tences. However, the difference is that we use word meanings and the deep cases1 
among the words in the output from a semantic analysis system, rather than the 
widely used surface information or structural information in other works. 

2.1   System Input 

We take the output case-frames from the semantic analysis system SAGE Harada etc. 
have built [2,3] as the input to ABISYS. SAGE determines the word meanings and 

                                                           
1 Deep case means the semantic relationship among words. 

frame(1,' ',' ','JN5','JT4',' ',' - ',' - ','none','none','0fa5ca',[],[1,1.1]). 
frame(2,'17',' ','JN3','JN3','17',' - ',' - ','none','none','000111',[],[1,1.2]). 
frame(3,' ',' ','JN6','JN6',' ',' - - ',' -

','none','none','1022cc',[[head,3]],[1,1.3]). 
frame(4,' 17 ','none','JNP','*',' 17 ','none','*','none','

','000000',[[consist,1],[consist,2],[consist,3]],[1,1]). 
frame(5,' ',' ','JN1','JN1',' ',' - ',' - ','none','

','102332',[[modifier,3]],[1,2]). 
frame(6,' ',' ','JVE','*',' ',' - ','*',' ',' ','1f23fc',[[implement,5]],[1,3]). 
frame(7,' ',' ','JN2','JN2',' ',' - - - ',' -

','none','none','3c5fb7',[],[1,4.1]). 
frame(8,' ',' ','JN1','JN1',' ',' - ',' -

','none','none','0f2a51',[[head,8]],[1,4.2]). 
frame(9,' ','none','JNP','*',' ','none','*','none','

','000000',[[consist,7],[consist,8]],[1,4]). 
frame(10,' ',' ','JSA','JSA',' ',' - ',' -

','none','none','3cea4c',[[head,10],[sequence,6],[object,8],[main,10]],[1,5.1]). 
frame(11,' ',' ','JVE','*',' ',' - ','*',' ','none','3d079a',[],[1,5.2]). 
frame(12,' ',' ','JJD','*',' ',' ','*',' ','none','2621c8',[],[1,5.3]). 
frame(13,' ','none','JPR','*','

','none','*','none','none','000000',[[consist,10],[consist,11],[consist,12]],[1,5]). 

Fig. 1. Output case-frames from SAGE for the sentence “
”(The Sydney Olympic Games ended over 17 days.) 
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the deep cases among words according to the definition in the EDR Dictionary2. Each 
case-frame corresponds to a morpheme in the sentence. And as shown in Fig. 1, a 
case-frame is composed of 14 elements including ‘number’, ‘denotation’, ‘reading’, 
‘EDR-POS3 from Chasen-POS’, ‘EDR-POS from Juman-POS’,   ‘dictionary entry 
denotation’, ‘Chasen-POS’, ‘Juman-POS’, ‘inflection’, ‘particle’, ‘concept ID’ 
(meaning), ‘deep case information’, ‘sentence number’ and ‘phrase number’. 

The summarizing process starts when a file containing a group of case-frames is 
provided and both the document style (1: a newspaper article / 2: a leading article) 
and the summarizing rate (e.g., 30%) are given. 

Fig. 2. Output example of ABISYS 

2.2   System Output 

The output of ABISYS includes 3 parts: the original document, the rewritten docu-
ment with the deleted words shown with “[” and “]”, and the summary as shown in 
Fig. 2. For the readers’ better understanding, we give their English translation as well. 

                                                           
2 http://www.iijnet.or.jp/edr/index.html 
3 POS in this paper represents part of speech. 

(1)The original-> 
17  
The Sydney Olympic Games ended over 17 days.  

 
It is said that the theme of the Olympic Games held in the immigrant nation, Australia, has been 

set up to be ethnic reconciliation.  

 
Although mutual understanding among different cultures was symbolized by the scene that abo-

riginal people held hands with the white girls in the opening ceremony, how  did the aboriginal people 
feel about this Olympic Games?  

 
The secretary of the Aboriginal citizen congress, Mr. Herb Simms, made an appeal about the sig-

nificance of mutual communication.  
(2)The deleted words indicated by [ ] -> 

17  
[ immigrant] [ nation] [ set up][

theme]  
  [ aborigine] [ aboriginal people] [ the 

white race] [ girl] [ hand] [ held hands with] [ opening 
ceremony] [ scene]  [ upsurge] [ showed] [
this]      

[ Aboriginal citizen congress] [ Secretary Herb 
Simms] [ talk] [ ask] [ mutual] [ communication] [

significance] [ appeal]  
(3)The summary-> 

17  
The Sydney Olympic Games ended over 17 days.  

 
It is said that the Olympic Games held in Australia represented ethnic reconciliation.  

 
Although mutual understanding among different culture was symbolized, how did the aboriginal 

people feel about this Olympic Games?  
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2.3   Summarizing Process 

ABISYS summarizes a document in 4 steps. First, the important words are extracted. 
Then the element words to compose a summary are selected according to the impor-
tant words extracted in the first step. After that, the unnecessary verbose words are 
deleted from the element word list. Finally, using the case-frames of the remaining 
element words, correct and natural sentences are generated. 

We define five kinds of scores to evaluate the importance of a word. In the next 
section, we give detailed description for each of them. 

3   Scores for Importance Evaluation 

Generally, indeclinable words4 tend to show the key point of a document. Along this 
line in this paper, we take indeclinable words as the candidates for selecting important 
words. We define five kinds of scores to evaluate the importance of a word respec-
tively on repetition information, context information, position information, opinion 
information and topic-focus information. The probability of an indeclinable word to 
be important is calculated by consolidating the five scores. All indeclinable words are 
ranked in a list by their probabilities and important words are extracted from the list in 
a descending sequence until the summarizing rate is reached. 

3.1   Repetition Information Score 

It is said that a repetition word tends to show the entire content of a document and to 
remain in the summary [17]. Here, a repetition word indicates a word or its synonym 
that appears twice or more times in different sentences in a document. Referring to 
this heuristics, we assign scores to repetition words. We first find out all repetition 
words from the case-frame set, then calculate their frequencies of appearance. Here in 
the calculating process, we count the numbers of the case-frames that have the same 
‘dictionary entry denotation’, and the numbers of the case-frames whose ‘dictionary 
entry denotation’ are close to each other in the EDR Concept Dictionary (in fact we 
limit the distance to be 0 or 1). Finally, a score of 20, 30, 40, or 50 points is given to 
the repetition word if its frequency of appearance is 2-3, 4-5, 6-7, or 8 and over. 

Fig. 3. An example of repetition word “ ” 

     Here is an example. Suppose we have a document about “ ” (tea), and its case-
frame set as shown in Fig. 3. Here, “ ” is a repetition word as it appeared in two 

                                                           
4 An indeclinable word in Japanese is a substantive word. 

frame(2,’ ’, ,’JN1’, ,’ ’, ,’odc56a’, ).

frame(76,’ ’, ,’JN1’, ,’ ’, ).

frame(163,’ ’, ,’JN1’, ,’1032b4’, ).
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case-frames with the ‘number’ of 2 and 76. Further more, we know that the word “
” (liquid refreshments) is close to the word “ ” in the thesaurus defined by EDR 

Concept Dictionary (distance = 1 as shown in Fig. 4). That is to say, we would take 
into account the case-frame of “ ” as well when assigning scores to the repeti-
tion word “ ”. 

tea

drink

liquid refreshments

article of taste

liquid food and drink

tea

drink

liquid refreshments

article of taste

liquid food and drink

 

Fig. 4. Concept distance 

3.2   Context Information Score 

In most cases, semantic relation holds between two adjacent sentences. Kawabata etc. 
have  built a  system  InSeRA, which  determines the  semantic  relation  between  two  

Table 1. Scores assigned according to the semantic relation between sentences 

Semantic relation Meaning Score 
inter-reason(S1,S2) reason S2+20 
inter-cause(S1,S2) cause S2+20 
inter-enable(S1,S2) possibility  

inter-purpose(S1,S2) purpose  
inter-change(S1,S2) change of state  
inter-detail(S1,S2) detail S2-30 

inter-example(S1,S2) example S1+30,S2-30 
inter-explanation(S1,S2) explanation S2-30 

inter-answer(S1,S2) question and answer  
inter-contrast(S1,S2) contrast  

inter-contradiction(S1,S2) contradiction S1+30,S2+20 
inter-or(S1,S2) choice  

inter-logicalCondition(S1,S2) logical condition S2+20 
inter-timingCondition(S1,S2) time condition  

inter-subjunctive(S1,S2) subjunctive  
inter-sequence(S1,S2) sequence in time S2+5 

inter-cooccurrence(S1,S2) duplication in time  
inter-synchronous(S1,S2) concurrent start  
inter-equivalent(S1,S2) coordination S2+10 
inter-conversion(S1,S2) conversion S2+10 

inter-parallel(S1,S2) parallel  
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sentences [7] using the 21 relations defined in Table 1. We made an investigation and 
it turned out that the former or the latter sentence tends or not to remain in the sum-
mary for some certain semantic relation between them. Along this line, we assign the 
indeclinable words in the former or the latter sentence some adequate scores as shown 
in Table 1 according to the particular semantic relation between the two sentences. 

3.3   Position Information Score 

Usually, the beginning sentence is crucial in the content of a newspaper article, and 
the final sentence talks mostly about the future of the current theme. The same thing 
can be said about a leading article too, where both the lead sentence and the last sen-
tence tend to act as a summary. Many summarizing studies adopt this simple but ef-
fective position information. In this paper, we also take account of the position of a 
sentence. We assign the indeclinable words in the first sentence 30 points each, the ones 
in the second sentence 10 points each, and the ones in the last sentence 20 points each. 

3.4   Opinion Information Score 

For a leading article, the argument, suggestion, or wish of the author is regarded most 
important, and ought to be left in the final summary. Ohtake collected 55 patterns for 
the argument or suggestive expression in Japanese [14]. In this paper, we make an 
induction from Ohtake’s efforts. We consolidate all the expressions Ohtake collected 
into 3 opinion concepts (‘consider’, 30f878), (‘think’, 444dda), and 

(‘express’, 30f86f). Any word that takes either of the 3 opinion concepts as 
its upper concept in EDR Concept Dictionary is called an opinion word. A word holding 
deep case with an opinion word will be assigned an opinion information score (10 points).  
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. An example to assign opinion information score 

For instance, (444dda) is the upper concept of the word  in Fig. 5 
implying that  is an opinion word. As a result, the two indeclinable words  
and  are assigned 10 points as they are linked to  in deep case. 

3.5   Topic-Focus Information Score 

The topic and the focus of a document generally remain in the summary. However, it 
is not easy to identify neither the topic nor the focus strictly. Here we take the follow-
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ing steps to find the topic and the focus of a document, and assign the corresponding 
words the topic-focus information scores. 

Step1: Search the expressions like 
(noun)A+ (particle) / /  (topic) or 

             (noun)A+ (particle) / /  (focus). 
Step2: If A represents an agent-, object-, or goal-case of another word, as-

sign A 20 points. 

4   Consolidation of the Scores 

The method for consolidating a number of scores so far is to multiple each score with 
its weight, and then to add all the products together to obtain the general score. How-
ever, the weights used are generally given empirically, and hence not statistically 
reliable. We propose here a method to calculate the general score using a pan-distance 
of Mahalanobis. We first select 1000 sample words from documents of the same cata-
logue, and divide them into two sets: valuable (v) and non-valuable (n) by handcraft 
according to the content of documents. Then we set up a five-dimensional space with 
the repetition information, context information, position information, opinion infor-
mation and topic-focus information as the five dimensions. Finally, we reflect the 
sample words of the two sets in the five-dimensional space according to the coordi-
nate of each sample word. 

The general score of an important word candidate is calculated using the distance 
between the candidate word and each of the 2 sets in the five-dimensional space. The 
procedure of calculation is described below. 

Let                        denote the repetition information, context information, position 
information, opinion information and topic-focus information, and get the distribu-
tion-covariance matrix for the valuable set and the non-valuable set respectively.  

Let the distribution-covariance matrix and its inverse matrix be  

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

5551

1511

ss

ss

V v
,    IVV vv =−1

 (1) 

and the average vector of the valuable set be      and the score vector of the important 
word candidate     be 

),,( 51 vvv xxu = ,    ),,( 51 xxX = . (2) 

Then the Mahalanobis distance      from the valuable set to the important word candi-
date will fulfill the following equation, 

)()( 12
vvvv uXVuXD −−= − . (3) 

The Mahalanobis distance from the non-valuable set to the important word candi-
date      is calculated in the same way. Finally, we calculate      and     as shown below,  

54321 ,,,, xxxxx
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and get  vP , the probability of the important word candidate to be a valuable word. 

This is the final score we have been seeking so far. 

nv

v
v ff

f
P

+
×= 100  (5) 

Here, we switch the number of dimensions to 4 when processing a newspaper arti-
cle for the reason that the opinion information score is employed only in the summa-
rizing process of leading articles. We observed from the real distribution-covariance 
matrix obtained in the experiment for summarizing leading articles that repetition 
information score is the most crucial one among the 5 variables used, and the impor-
tance of the left 4 are in a descending sequence of position information, topic-focus 
information, context information, and opinion information. 

5   Generation of Sentence 

Sentences are generated using words from the valuable word list that has been 
achieved in section 4. We employ two strategies to guarantee the correctness and the 
naturalness of the generated sentences. 

5.1   The Use of Indispensable Case 

Indispensable case is a necessary element in order to generate a meaningful and cor-
rect Japanese sentence whose focus is on the declinable word. A simple method to 
identify such an indispensable case is to find the postpositional particle  or  
around the verb and take the word in front of  or  as the indispensable case. How-
ever, an indispensable case does not always appear with a postpositional particle. 
Sometimes, an indispensable case does exist for a verb in a sentence while no surface 
information exposes this fact. 

In a study to summarize newspaper articles, Hatayama etc. used a case-frame dic-
tionary to compensate indispensable cases for a verb [4]. As their method compen-
sates for the primary verb only, in case that multiple verbs appear in a sentence, indis-
pensable cases will not be compensated properly except for the primary verb. In an-
other study by Minami etc., in order to compensate indispensable cases for verbs, 
threshold values are assigned to the agent-case and the object-case with 0.08 and 0.15 
respectively [11]. Threshold values used here are empirically set and accordingly 
untrustworthy. 

In this paper we propose a method to determine the threshold values for each deep 
case statistically. Specifically, we first select 1000 declinable words from Asahi 
Shimbun5, then search the EDR Co-occurrence Dictionary for the co-occurrence of 
each declinable word and each of its deep cases, x , finally calculate the average ap-

                                                           
5 Asahi Shimbun is a daily newspaper in Japan. 
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xm

pearing ratio of each deep case and take it as the threshold value of the deep case6, 
called     .. When      , the appearing ratio of a deep case     for a declinable word     is 
larger than       , we assign     to    as one of its indispensable cases. 

vforcasesdeepalloffrequency

vforxoffrequency
xv =,θ  (6) 

5.2   Extraction of Summary Element Words 

After compensating indispensable cases for the declinable words, we select the sum-
mary element words in accordance with the valuable words extracted in section 4. 
This process is composed of 4 steps. Every sentence here is represented as a depend-
ency tree holding the primary predicate verb as the root. 

Step1 Select all words on the path starting from the valuable word and ending at 
the primary predicate verb. Also select the indispensable cases of a declina-
ble word or a Sahen noun7, if any exists along the path. 

Step2 Select the declinable word 
1v  that is linked to a valuable word in deep 

case, then select the declinable word 
2v  that is linked to 

1v  with the 

deep case of reason, cause, or sequence, and also select the indispensa-
ble cases of 

1v  and 
2v . 

Step3 Select the word that is adjacent to the valuable word downwards in the de-
pendency tree. 

Step4 Select the which- and that-case of the previously selected summary ele-
ment words containing the characters , , or , as they tend to 
associate with some other words to mean something important. 

By Step1, we get the proper expression to show how the valuable word is men-
tioned. Then in Step2 and Step3, we compensate the words that hold important rela-
tions with the valuable words. Finally, we make up for the words that can hardly ex-
press anything meaningful individually in Step4. In this way, we attempt to extract the 
necessary summary element words to generate the sentence as correct as possible. 

6   Shortening of the Sentence 

The final process of the summarizing task is to generate sentences using the summary 
element words extracted in Section 5. However, even among the element words, there 
exist some duplicated ones or the ones which are not that valuable as they have been 
assessed in Section 5. Here, we are to find them and delete them in order to generate 
shorter and briefer sentences. Specifically, we focus on the linguistic phenomena, 
quoting verb. 

A quoting verb is a verb leading a quotation, and often appears in a leading article. 
We follow the steps shown below to delete the quoting verbs. Fig. 6 and Fig. 7 are an 

                                                           
6 The reason we take the average as the threshold value is on the purpose to be able to generate 

correct sentence by compensating as more indispensable cases as possible. 
7 Sahen noun is a special type of noun in Japanese that holds the function of verbs. 

x v
x v
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example of deleting the quoting verb in the expression  
(I think it is unbelievable). 

Step1 Find the declinable word A among the summary element words 
whose upper concept in EDR Concept Dictionary is (30f878) 
or (444dda). 

Step2  Find the word B in the dependency tree with which A holds a logi-
cal-, time-, or purpose-case. 

Step3  If B is a declinable word and the postpositional particle following B 
is , , or , estimate A to be a quoting verb and delete it. 

Step4  Delete all deep cases of A in the dependency tree except B, the part 
that has been considered to be a quotation. 

 

Fig. 6. Case-frames of the example 

With the procedure in mind, let us see the sentence . 
First we get that the upper concept of  is (444dda), and that  holds 
a logical-case with . Then, we find that  is a constituent of the 
compound word  whose POS is JPR implying a declinable word. Fi-
nally, we see that  is followed by the postpositional particle . In 
other words, we make a conclusion that  is a quoting verb, and accordingly de-
lete all deep cases of it except the quotation as shown in Fig. 7. 

consist consist

that

logical
(0e7ff1)

 

Fig. 7. Deletion of the quoting verb 
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7   Evaluation 

It has been very difficult to evaluate the performance of a text summarizing system 
objectively. To make the issues clear, the first text summarization challenge was of-
fered in the NTCIR Workshop8 2 (NTCIR-2) held in 2001 for Japanese documents. In 
this paper, we evaluate ABISYS using the subjective evaluation method designed in 
NTCIR-2. In addition, we evaluate the output of our system for its correctness. The 
former evaluation was made by 5 graduate students and the latter was by the authors. 

7.1   Subjective Evaluation 

Human judges evaluate and rank 4 types of summaries in 1 to 4 scale (1 is for the best 
and 4 is for the worst) in terms of two points of views, the covering rate in content of 
each summary and the readability of it [12]. The first two summaries are human-
produced summaries. The third is the one produced by the baseline method of sen-
tence extraction, and the fourth is the system output. 

We use the data prepared in NTCIR-2 for the subjective evaluation. In Table 2, we 
compared the evaluating results between ABISYS and the systems that participated in 
NTCIR-2 employing 20% as the summarizing rate. It is clear that the point of read-
ability of ABISYS is on a par with other systems, while the point of content covering 
is much better than others. 

Table 2. Results of subjective evaluation 

System Content covering Readability 

I 3.4 3.1 
II 3.0 2.5 

III 3.5 3.8 

IV 3.4 3.4 

V 3.2 2.7 

VI 3.3 3.3 

VII 3.1 3.0 

Lead 3.3 3.2 

Ave. 3.25 3.11 

ABISYS 2.65 3.11 

The summary produced by merely deleting the unnecessary parts tends to be highly 
evaluated in its readability. However, it is impossible to cover the total content of the 
original text with the given summarizing rate of, for instance, 20% or 30%. In that 
regard, ABISYS behaves much better as it produces the summary by generating sen-
tences from semantically important words. 

Further examination reveals that most unreadable cases are due to the incorrect 
output from the semantic analysis system SAGE, where the indispensable cases have 
not been compensated appropriately. Currently, the precision of morphological analy-
                                                           
8 http://research.nii.ac.jp/ntcir/index-en.html 
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sis and dependency analysis have reached about 90% [8,10], and SAGE also shows a 
precision of about 90% for the analysis of both word meaning and deep case [9]. We 
believe that the readability of the summary produced by ABISYS will improve further 
if the mistakes occurred in these preceding analyses could have been removed. 

7.2   Evaluation of Linguistic Correctness 

It is necessary to examine the linguistic correctness of the generated sentences in a 
sentence-generation based summarizing work. Here a linguistically correct sentence 
means a sentence holding all the necessary and correct deep cases, and being easy-to-
read as Japanese. We randomly select 10 newspaper articles and 10 leading articles 
and produce summaries for them using ABISYS. The result of the evaluation shows 
that about 95% of the summarized sentences have been acknowledged as correct 
Japanese sentences. 

8   Conclusion 

We have developed a summarizing system ABISYS. Specifically, using the case-
frames output from the semantic analysis, we assign scores to corresponding words in 
accordance with repetition information, context information, position information, 
opinion information and topic-focus information. Then we determine the valuable 
words by consolidating the five scores statistically. Finally, we attempt to generate 
correct and natural summary by compensating the indispensable deep cases and ex-
tracting the necessary summary element words. 

The comparison with the subjective evaluations made for other summarizing sys-
tems in NTCIR-2 indicates that our system is on a par with other systems in regard to 
the readability, while the point of content covering is much better. And about 95% of 
the summary sentences generated by ABISYS are acknowledged as correct Japanese. 
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Abstract. An automatic document summarization is one of the essen-
tial techniques to display on small devices such as mobile phones and
other handheld devices. Most researches in automatic document sum-
marization have focused on extraction of sentences. Sentences extracted
as a summary are so long that even a summary is not easy to be displayed
in a small device. Therefore, compressing sentences is practically helpful
for displaying in a small device. In this paper, we present a pilot system
that can automatically compress a Korean sentence using the knowledge
extracted from news articles and their headlines. A compressed sentence
generated by our system resembles a headline of news articles, so it can
be one of the briefest forms preserving the core meaning of an original
sentence. Our compressing system has shown to be promising through a
preliminary experiment.

1 Introduction

In recent years, wireless access to the WWW through mobile phones and other
handheld devices has been growing significantly. Also new models of such mo-
bile and handheld devices have been developed rapidly, however, there are many
shortcomings associated with these devices, such as small screen, low bandwidth,
and memory capacity. As the limited resolution and small screen restrict the
amount of information to be displayed, it is very difficult to load and view a
large document on the devices. Summarizing a document is currently becoming
one of the most crucial solutions for dealing with this problem on these de-
vices. Most automatic summarization systems extract important sentences from
a source document and concatenate them together according to several crite-
ria [5]. Sentences extracted as a summary tend to be so long and complex that
even a summary is not easy to be displayed in a small device [15]. Therefore,
compressing a sentence into an abstraction is practically helpful to display in a
small device.

Let us pay attention to a news article. In general, a news article is composed of
a headline and a body. A headline of a news article is the most concise summary

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 61–70, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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that represents a body. Also, Wasson [12] reported that a body usually begins
with a good summarizing leading text. Generally speaking, a headline is shorter
than a leading text in most cases. Therefore, our work is based on the premise
that a headline can be considered as a compressed form of a leading text in news
articles. We will refer a first sentence of a first paragraph in a news article as the
leading sentence, and the compressed form for a leading sentence as compressed
sentence in this work. Let us take a look at the following example.

meaning: Daegu City will have an official discussion on administrative region with KB province within a few days.

(1a) 대구시는 빠른 시일에 경북도와 시행정구역에 대한 공식적인 협의를 갖기로_했다.
1   2  3   4    5    6   7  8    9

Daegu City         within a few days     with KB province       on administraticve region           official            discussion        will have
(SUBJ)                                                      (OBJ)

(1b) 대구시 경북도와 시행정구역 협의
Daegu City      with KB province     administraticve region      discussion

meaning: Daegu City will have an official discussion on administrative region with KB province within a few days.

(1a) 대구시는 빠른 시일에 경북도와 시행정구역에 대한 공식적인 협의를 갖기로_했다.
1   2  3   4    5    6   7  8    9

Daegu City         within a few days     with KB province       on administraticve region           official            discussion        will have
(SUBJ)                                                      (OBJ)

(1b) 대구시 경북도와 시행정구역 협의
Daegu City      with KB province     administraticve region      discussion

The sentence (1a) is the leading sentence extracted from a news article and
the sentence (1b) is the headline corresponding to (1a). Imagine that we make a
headline for the given sentence (1a). As you can see, the relatively unimportant
words are dropped from the leading sentence (1a), and then the remaining words
1st, 4th, 5th and 8th of (1a) build up the headline (1b). When generating a
headline, even some postpositions that are attached to the tail of words are
omitted from the words in the leading sentence. The postpositions (in grayed
boxes) in (1a) are deleted from the words 1st, 5th and 8th, respectively.

In an examination of a large number of news articles, we found three basic
ideas how to convert a leading sentence into a headline: The first is to remove
inessential words such as additional adjunct phrases from leading sentences. The
second is to replace longer and complex expressions with shorter and simpler
ones. The third is to omit functional words such as postpositions in Korean if
the meaning of a sentence remains same even without the functional words.

In this paper, we present a model that can automatically learn how to gen-
erate a compressed sentence from the collection of pairs of leading sentences
and their headlines. A compressed sentence generated automatically resembles
a headline of news articles, so it can be one of the briefest forms preserving the
core meaning of an original sentence. Also, this approach can be easily applicable
to other languages only if a parallel corpus for the language is available online.

This paper is organized as follows: Section 2 introduces the related works
briefly. Section 3 and 4 describe a model and a system for sentence compression
respectively. Section 5 discusses results and an evaluation of our system. Finally
we draw conclusions in Section 6.

2 Previous Approaches to Sentence Compression

Many researches on automated text summarization have been performed since
late 1950s and progressed very briskly while the amount of online text on the
Internet keeps growing and growing [9]. Recently the researches have focused
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on extractive summarization, which extracts the most important sentences in
texts and re-arrange them to be more readable and coherent. In this paper, we
use leading sentences as summaries based on lead-based approach [12]. In case
that the length of the leading sentences is very short, the leading sentences are
enough as summaries for mobile devices and other handheld devices with limited
screen size. To lighten this problem on limited screen size, a few of researchers
have started to address the problem of generating compressed sentences.

The system proposed by Knight and Marcu [6] generates grammatical and
coherent abstracts that capture the most important pieces of information in
the original documents. To do this, it uses a noisy-channel and a decision-tree
approach. Their basic idea is originated from sentence-to-sentence translation
based on a noisy-channel model, that is, they rewrite documents as source sen-
tences into abstracts as target sentences. This works had been improved by their
colleague, Lin [8] by using the concept on re-ranking using an oracle.

Yang and Wang [14] developed fractal summarization based on the fractal
theory. At the first step of the fractal summarization, a brief summary is gener-
ated, and then a detail summary is produced on demands of users interactively.
In this work, the important information is captured from the source text by
exploring the hierarchical structure and salient features of the document. The
compressed document is produced iteratively using the contractive transforma-
tion in the fractal theory.

The basic concept of Balazer [1] is very similar to that of Knight and Marcu [6].
This work is to learn how to decide what words or constituents can be dropped
using a neural network model of Weka machine learning tool [13] and generates
grammatically compressed sentences along with the number of words in the orig-
inal sentence, the number of words in the constituent of a rewriting rule, and
the depth of the constituent (distance to the root).

Vandeghinste and Tjong Kim Sang [11] described a method to automatically
generate subtitles for the deaf from transcripts of a television program, and used
a hybrid method combining a statistic approach and a rule-based approach. The
statistic approach was used for getting a ranking in the generated sentence alter-
natives and the rule-based approach for filtering out ungrammatical sentences
that are generated.

Carroll et al. [2] proposed a method for text simplification to assist aphasic
readers. This method is composed of two components: one is a sentence analyzer
which provides a syntactic analysis and disambiguation of the newspaper text,
and the other is a simplifier which adapts the output of the analyzers to aid
readability of aphasic people. The analyzer is language-dependent because it
can treat the special syntax like passive voice and complex sentences. Also this
system has some difficulties in learning rules on the text simplification.

3 Modeling for Sentence Compression
3.1 Training Corpus

Our training corpus is the collection of pairs of a leading sentence and its headline
of news article, which is one of the data sources that we can easily gather. For the
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sake of simplifying a model, we collect only the pairs that satisfy the following
4 conditions. Assume a leading sentence Sl = (w1, w2, ..., wN ) and its headline
Sc = (x1, x2, ..., xM );

C1: N ≥ M
C2: exists a simple function g : Sc → Sl; it indicates that every word in Sc is

mapped into one of the words in Sl, but not vice versa.
C3: position(g(xi)) < position(g(xj)) in a leading sentence, for allposition(xi)<

position(xj) in a headline; where position(word) returns the position of a
word in a sentence; it means that the words in both Sl and Sc occur in the
same order.

C4: g(x) = x or stem(g(x)) = stem(x), where stem(x) returns a stem of a
word x; it says that the common words to Sl and Sc have the same stems.

The pair of the sentences (1a) and (1b) satisfies the above 4 conditions com-
pletely. We collect 1,304 pairs automatically from the news article corpus [10],
which satisfy all the above conditions.

3.2 Marked Tree

A marked tree for a sentence is a syntactic dependency tree with marked nodes.
Its nodes are labeled over a word, its part-of-speech, and a mark symbol (0 or 1)
and its edges are also labeled over syntactic categories between nodes. A leading
sentence is syntactically analyzed into a marked tree. The nodes for the words
common to a leading sentence and its headline are marked with 1 in a marked
tree. The nodes for the words not included in a headline are marked with 0.
Fig. 1 as an example shows the marked tree for the sentence (1a). In Fig. 1,
the mark symbol on the node is actually represented by a background color of
white (0) or gray (1). The nodes corresponding the words 1st, 4th, 5th and 8th

are marked with 1 because they are also included in the headline (1b).
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Fig. 1. A marked tree for the leading sentence (1a)
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3.3 Modeling for Sentence Compression

Our main goal is to generate compressed sentences resembling headlines of news
articles. This is compression problem which is to produce a shorter one from
an original longer sentence. In this work, a compressed sentence is generated
from the marked nodes (henceforth a node marked with 1 is simply referred as
‘marked node’) in a marked tree, so it is very important to determine which
nodes are marked with ‘1’ out of all nodes in a syntactic dependency tree. To
achieve this goal, we can compute the score of a marked tree for a given sentence
as in [3] and generate a compressed sentence with marked nodes in a marked
tree.

Consider a syntactic dependency tree to be modeled. Let ni be a node which
is composed of the i-th word wi, its POS tag ti, and its mark mi, that is ni =
(wi, ti, mi), and let h(i) be a position of the head of the node ni in a sentence,
and let ri be a relation between the node ni and its head nh(i) and ei be an
edge connecting ni and nh(i) with ri, that is ei = (ni, ri, nh(i)). Then let Tm be
a marked tree represented as Tm = (e1, e2, ..., eN ) and the score of the marked
tree Tm can be calculated by Equation (1):

Score(Tm) =
N∏

i=1

Pr(mi = 1|Tm) (1)

where N is the number of the nodes in a marked tree. Our goal is to find the
marked tree that maximizes Equation (1). It is not easy to estimate Pr(mi =
1|Tm), therefore it can be approximated as Equation (2).

Pr(mi = 1|Tm) = Pr(mi = 1|e1, e2, ..., eN )

∼= Pr(mi = 1|ei) = Pr(mi = 1|ni, ri, nh(i)) .
(2)

It can be estimated using the maximum likelihood estimation. In an experi-
ment described later, we will smooth the score of Equation (2) using Equation (3)
to avoid the data sparseness problem.

Pr(mi = 1|ni, ri, nh(i)) ∼= Pr(mi = 1|ti, ri, th(i), mh(i))

= count(mi=1,ti,ri,th(i),mh(i))
count(ti,ri,th(i),mh(i))

(3)

where count(x) is a frequency of x. In order to simplify the calculation of Equa-
tion (1), we assume that the number of dependency trees for a given sentence
is only one. Suppose that a dependency tree has N nodes. Then we should cal-
culate the scores for the possible 2N marked trees to find the marked tree that
maximizes Equation (1). To compute the calculation more efficiently, we use a
greedy method which is not optimal, but near-optimal. The selection policy of
the greedy method first selects the highest significance node described immedi-
ately below. The higher the significance of the node is, the higher the possibility
that the node over the other nodes is marked with 1 is. The significance of a
node is propositional to how many times the node is included in a compressed
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sentence, how many times the node given its parent is marked is included in a
compressed sentence, and the inverse of a node depth. The significance M(ni)
of a node can be defined as Equation (4).

M(ni) = Pr(mi = 1|ti, ri) × Pr(mi = 1|mh(i) = 1, ti, ri, th(i)) × 1
d(ni) + α

(4)

where d(ni) is the depth of the node ni in a dependency tree, and α is a constant.
The first and the second of the right-hand side of Equation (4) will be estimated
as the same manner as Equation (3).

4 Sentence Compression

Our system for sentence compression puts three steps together as shown in Fig. 2.
The first step is syntactic parsing which analyzes an input sentence and produce
a syntactic dependency tree. The second step is node-marking which decides if
each node on the dependency syntactic tree is marked or not. The final step is
surface realization which selects a lexical string and then generates a compressed
sentence as a final output.

4.1 Syntactic Parsing

Using a Korean probabilistic parser [7], we parse an input sentence. The original
parser produces restricted phrase structures of a sentence although dependency
structures are required in this work. The two structures are convertible [4] and it
is not difficult to convert each other. In this work, we modify the original parser
in order to provide dependency structures, which consist of nodes and relations
as you can see in Fig. 1.

marked tree

syntactic 
dependency 
tree

syntactic parsing

node marking

surface realization

Input Sentence

Compressed Sentence

score
database

decision
rules

marked tree

syntactic 
dependency 
tree

syntactic parsing

node marking

surface realization

Input Sentence

Compressed Sentence

score
database

decision
rules

Fig. 2. The process for compression sentences
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node marking(T , N)
begin

scoremax = 0;
tmmax = NULL;
calculate M(ni) for all nodes ni in T using Equation (4);
for k = 1 to N do

choose the most proper marked tree Tm

with the maximum Score(Tm) of Equation (1) for k marked nodes;
if ( k

√
Score(Tm) > scoremax) then

scoremax = k
√

Score(Tm);
tmmax = Tm;

end if
end for
return tmmax;

end

Fig. 3. The algorithm to find the marked tree with the best score

4.2 Node Marking

Node marking is to determine whether each node in a syntactic dependency tree
is included in a compressed sentence, or not. As previously mentioned, we use
a greedy method to find a maximum marked tree with K marked nodes. The
significance of each node can be calculated by Equation (4). We set the constant
α in Equation (4) as 2.0 in this version. The simplified algorithm to determine
a marked tree with the best score is shown in Fig. 3. The score of a marked tree
in Equation (1) is an absolute score, which can not reflect the difference of the
number of marked nodes. Therefore, the score cannot be directly compared with
each other in case that there is a difference in the number of marked nodes. For
the sake of compensation of the difference in the number of marked nodes, the
score is normalized by the average of products, k

√
Score(Tm) as you can see in

Fig. 3.

4.3 Surface Realization

Surface realization takes a marked tree and produces a surface form as a com-
pressed sentence by solving some morphology and syntactic problems. As our
system is designed to generate a compressed sentence of which word order is
same as that of an original sentence, the word order in surface realization is
beyond question. In this work, there are basically three ways to realize surface
strings for a compressed sentence: as-is, omission, and replacement. The way of
as-is produces an original word exactly as it is without any changes. The way of
omission generates a reduced form of an original word which omits functional
morphemes like postpositions. The way of replacement brings forth a totally dif-
ferent form, which preserves the meaning of an original word. The replacement



68 K.J. Lee and J.-H. Kim

is kind of paraphrase in short form such as abbreviation, Korean sino-word1 and
so on. How to realize a surface form in a compressed sentence is surprisingly
important as it can affect the fluency and understandability of a compressed
sentence. In the following sentences, (1c) is the list of the marked nodes in the
marked tree; (1b) is the headline for the sentence (1a). An input for the surface
realization is (1c), and an output should be a similar one to (1b).

(1b)   대구시 경북도와 시행정구역 협의
(Daegu City)      (with KB province)       (administraticve region)    (discussion)

(1c)  대구시는 경북도와 시행정구역에 협의를
(Daegu City-SUBJ)    (with KB province)     (on administraticve region)    (discussion-OBJ)

(1b)   대구시 경북도와 시행정구역 협의
(Daegu City)      (with KB province)       (administraticve region)    (discussion)

(1c)  대구시는 경북도와 시행정구역에 협의를
(Daegu City-SUBJ)    (with KB province)     (on administraticve region)    (discussion-OBJ)

In the current version of the system, we do not implement replacement for
surface realization. The case of replacement is considered as as-is. Using C4.5,
we train the surface realization how to generate surface forms for a list of marked
nodes. A part of the training data we used in C4.5 are shown in Table 12. The
position in a sentence, the part-of-speech of a content part and a functional part
of a word are used as the features in training data. The fourth column of Table 1
can be easily inferred by the difference between two words in (1b) and in (1c).
Using decision rules that C4.5 induces, we can finally generate a compressed
sentence similar to (1b) from the string (1c).

Table 1. The training data extracted from (1b) and (1c) for C4.5
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5 Experimental Results

5.1 Training and Testing Corpus

The 1,304 pairs of the leading sentences and the headlines of news articles are
used as a training/testing corpus in this paper. The average number of words in
the leading sentences in the corpus is 12.67, while that in the headlines is 5.77.
We divide the corpus into the 10 sub-parts for 10-fold cross validation.

1 Korean sino-word is Chinese-derived, and even a single sino-word is full of meaning.
Therefore, a phrase consisting of a few words in Korean sometimes can be para-
phrased into a single sino-word with the same meaning.

2 ‘vnoun’ denotes active-predicative noun, ‘jxt’ auxiliary particle, ‘jca’ adverbial case
particle, and ‘jco’ objective case particle.
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5.2 Experimental Results

The measures of the precision and the recall are used for the evaluation. The
precision is calculated as the number of correctly marked nodes divided by the
total number of nodes marked by the system. The recall is calculated as the
number of correctly marked nodes divided by the number of marked nodes in
the corpus. The average number of words in the compressed sentences created
by our system is 6.85, which is longer than that in the headlines in the corpus. It
results in far higher recall than precision as shown in Table 2. The interpretation
of 77.3% precision is that one or two words among 6.85 words are incorrectly
chosen in the compressed sentences.

Table 2. The precision and the recall of the system

precision recall correctness of
surface realization

Testing data 77.3% 91.95% 94.5%

The third column in Table 2 shows the correctness of the surface strings cre-
ated by the surface realization. As the surface realization is simply implemented
in this version, we can get 94.5% accuracy in the compressed sentences.

As the usefulness of the compressed sentences cannot be judged by the pre-
cision and the recall, we estimate the acceptability of the compressed sentences
by humans. We present the original leading sentences and the generated com-
pressed sentences to judge, and he/she is asked to assign ‘O’ on the compressed
sentences if they are acceptable as a compressed sentence, and assign ‘X’ if they
are not. The 74.51% of the total sentences are allowable as the compressed, as
shown in Table 3.

Table 3. The acceptability of the compressed sentences

Human Judge
Acceptable 74.51%
Non-accepatable 25.49%

6 Conclusion

In this paper, we propose the system that can automatically learn how to gen-
erate a compressed sentence from a collection of the pairs of leading sentences
and their headlines. A compressed sentence generated automatically resembles
a headline of news articles, so it can be one of the briefest forms preserving the
core meaning of an original sentence. Also, this approach can be easily appli-
cable to other languages only if a parallel corpus in the languages is available
online. The surface realization should be improved to enable to paraphrase a
longer expression into a shorter one in order to compress an input sentence more
efficiently and more fluently.
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Abstract. Automatic text summarization sets the goal at reducing the size of a 
document while preserving its content. Our summarization system is based on 
Two-step Sentence Extraction. As it combines statistical methods and reduces 
noise data through two steps efficiently, it can achieve high performance. In our 
experiments for 30% compression and 10% compression, our method is com-
pared with Title, Location, Aggregation Similarity, and DOCUSUM methods. 
As a result, our method showed higher performance than other methods. 

1   Introduction 

The goal of text summarization is to take an information source, extract content, 
and present the most important content to a user in a condensed form and in a man-
ner sensitive to the user's or application's needs [10].  To achieve this goal, text 
summarization system should identify the most salient information in a document 
and convey it in less space than original text. The most widespread summarization 
strategy is still sentence extraction. Traditional text summarization methods have 
used linguistic approaches and statistical approaches to extract salient sentences. 
But some problems have occurred in both methods for text summarization. Despite 
high performance, linguistic approaches have some difficulties in requiring to use 
high quality linguistic analysis tools such as discourse parser and linguistic  
resources such as WordNet, Lexical Chain, and Context Vector Space  [1][7][12]; 
they are very useful resources for summarization systems but a weak point of them 
is to take much time and high cost to construct. On the other side, statistical  
approaches are easy to understand and implement, but generally they show low 
accuracy.  

In this paper, we propose a new high performance summarization method to effi-
ciently combine statistical approaches. By combining several statistical methods in two 
steps, our method can obtain higher accuracy than other statistical methods or the lin-
guistic method (DOCUSUM) [7]. Moreover, our method can also a have low cost and 
robust system architecture because it does not require any linguistic resources. 
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In the first step of our system, our method creates bi-gram pseudo sentences by 
combining two adjacent sentences for solving feature sparseness problem; it occurs in 
text summarization because of using only one sentence as the linguistic unit. And then 
our method applies the combined statistical method (Title and Location) to the bi-
gram pseudo sentences for calculating the importance of them.  The goal of the first 
step is not to extract salient sentences but to remove noisy sentences.  Thereafter, we 
can get more useful pseudo sentences through removing noisy pseudo sentences. 
Then, in the second step, our method separates the bi-gram pseudo sentences into 
each original single sentence and it performs second sentence extraction by adding 
Aggregation Similarity method [5] to the linear combination of the first step. Because 
the Aggregation Similarity method estimates the importance of sentences by calculat-
ing the similarities of all other sentences in a document, it can be more efficient in our 
system after removing the noisy sentences. Since our system carries out a summariza-
tion task without any linguistic resources such as WordNet and discourse parser, it 
could be low cost and robust. As shown in experimental results, our system showed 
higher performance than other statistical methods and DOCUSUM as a linguistic 
method. 

The rest of this paper is organized as follows. Section 2 describes related works in 
existing summarization systems. In Section 3, we present the methods used in each 
step in detail. Section 4 is devoted to evaluating experimental results.  In the last sec-
tion, we draw conclusions and present future works. 

2   Related Works 

The summarization system has two main categories: Linguistic approaches and Statis-
tical approaches. The former uses semantic relations between words, phrase, and 
clause structural information in a sentence by using the linguistic resources while the 
latter uses title, frequency, location, and cue words and so on. 

2.1   Linguistic Approaches 

Bazilay and Elhadad constructed Lexical Chain by calculating semantic distance 
between words using WordNet [1]. Strong Lexical Chains are selected and the sen-
tences related to these strong chains are chosen as a summary. The methods which use 
semantic relations between words depend heavily on manually constructed resources 
such as WordNet [12]. WordNet is not available in several languages such as Korean 
and this kind of linguistic resources are hard to maintain. 

To overcome the limitation of this problem, Ko, Kim, and Seo constructed Lexical 
Clusters [7]. Each Lexical Cluster has different semantic categories while they are 
more loosely connected than Lexical Chains. They call their system DOCUSUM.  

Marcu used discourse structural information [11]. This is based on contextual struc-
ture through analyzing sentence relations and sentence semantics. 

These Linguistic approaches are producing high quality summary but, in case of 
time and expansion manner, they leave much room for improvement. 
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2.2   Statistical Approaches 

The pioneering work studied that most frequent words represent the most important 
concepts of the text [8]. This representation abstracts the source text into a frequency 
table. Therefore, this method ignores the semantic content of words and their potential 
membership in multi-word phrases. 

In other early summarization system, Edmundson studied that first paragraph or 
first sentences of each paragraph contain topic information [2]. Also he studied that 
the presence of words such as significant, hardly, impossible signals topic sentences. 

A query-based summarization makes a summary by extracting relevant sentences 
from a document [3]. The criterion for extraction is given as a query. The probability 
of being included in a summary increases according to the number of words co-
occurred in the query and a sentence. 

3   Two-Step Sentence Extraction 

3.1   Overall Architecture 

Our summarization system is based on statistical approaches. Generally, they have 
several weak points: feature sparseness and low performance. The former problem is 
caused by extracting features from only one sentence and the latter is caused by de-
pending on the particular format and the style of writing.  

In order to successfully deal with the feature sparseness problems, we made an as-
sumption. The salient sentences are grouped at a definite position without regarding to 
location of subjective sentences.  To apply it to our system, we combine two adjacent 
sentences into bi-gram pseudo sentence. This extension of semantic unit can resolve 
the feature sparseness problem in part. 

In order to improve the performance of statistical methods regardless of the particu-
lar formats, we make an efficient combination of them by means of estimating various 
statistical methods. 

S e p a r a t e  t h e  b i - g r a m  p s e u d o
s e n t e n c e s  i n t o  s e n t e n c e s

C o m b i n e  s e n t e n c e s  i n t o  b i - g r a m
p s e u d o  s e n t e n c e s

1 s t  S e n t e n c e  E x t r a c t i o n

R e m o v e  N o i s y  D a t a

2 n d  S e n t e n c e  E x t r a c t i o n

  F i r s t
  S t e p

 S e c o n d
    S t e p

D o c u m e n t

S u m m a r y
 

Fig. 1. Illustration of our summarization system 
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In the first step, the system estimates the importance score of bi-gram pseudo sen-
tences by the combination of Title and Location methods. And then it removes in-
valuable bi-gram pseudo sentences which are called by noisy data. In the second step, 
it extracts salient sentences for summary from original single sentences which are 
separated from remaining bi-gram pseudo sentences. Here, we add Aggregation Simi-
larity method to our combination method to achieve better performance. 

The Fig. 1 shows the architecture of our summarization system. 

3.2   General Statistical Methods 

Our system uses several statistical methods. We here present several typical statistical 
methods. 

Title Method. The score of sentences is calculated as how many words are com-
monly used between the sentence and title. This calculation is acquired by a query 
from title in Boolean weighted vector space model. The inner product method is ex-
ploited for similarity between a sentence and a query. 

∑
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where Si is an i-th sentence and Q is a title query. And wik is the weight of k-th word 
in i-th sentence and wqk is the weight of k-th word in the query. 

Location Method. It has been said that the leading several sentences of an article are 
important and a good summary [15]. Therefore, the leading sentences in compression 
rate are extracted as a summary by the location method. 
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where Si is an i-th sentence and N is the total number of sentences in the text.  

Aggregation Similarity Method. The score of a sentence is calculated as the sum of 
similarity with other all sentence vectors in document vector space model. Each score 
is computed as follows [5]. 
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Equation 4 calculates the similarity with other sentence and  wik is the weight of k-
th word in i-th sentence. 

Frequency Method. The frequency of term occurrences within a document has often 
been used for calculating the importance of sentences [14]. In this method, the score 
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of a sentence can be calculated as the sum of the score of words in the sentence. The 
score of important score wi of word i can be calculated by the traditional tf.idf method 
as follows [13]. 

i
ii df

N
tfw log×= . (6) 

where tfi is the term frequency of word i in the document, N is the total number of 
texts, and dfi is the document frequency of word i in the whole data set. 

3.3   The TF-Based Query Method 

As described above, the title has usually been used for a query and the Title method 
has shown higher performance than other approaches in general. However, in special 
cases, it can be hard to extract a title from documents or any style of documents has 
no-title. For these cases, we propose a method to extract topic words for a query. The 
TF-based query method uses a query which consists of words with the highest term 
frequency in a document. This method considers words with high frequency as impor-
tant concepts such as [8]. 

Like the Title method, the inner product metric is used as the similarity measure be-
tween a sentence and a TF-based query. To represent sentences, only proper and 
common nouns are used after eliminating stop words. For sentence vectorization, the 
Boolean weighting is used as follows: 
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where tfik is the term frequencies of k-th word in sentence i and Si is sentence vector. 
In general, tf.idf representation has shown better performance in information retrieval. 
However, binary representation has generally showed better performance in summari-
zation [4]. 

By the following Equation 7, we calculate the similarity between sentences and the 
TF-based query. 
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where n is the number of words which is included in a document. wik is the weight of 
k-th word in i-th sentence and wTFQk is the weight of k-th word in the TF-based query.  

Table 1. Performances according to the number of word 

 30% 10% 
1 Topic Word 0.500 0.526 
2 Topic Words 0.490 0.434 
3 Topic Words 0.478 0.367 
4 Topic Words 0.455 0.330 
5 Topic Words 0.450 0.313 
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To verify our TF-based query method, we did experiments according to the number 
of topic words as shown in Table 1. As a result, we achieved the best performance 
when using one topic word, the most frequent word. 

3.4   The Combination of Statistical Methods in Two Steps 

In this section, we describe a new combinational method for statistical approaches. 
Before introducing our method in detail, we observed the performance of each statis-
tical method to choose statistical methods used in our combinational method. The 
performance of general statistical methods are shown in Table 2. 

Table 2. Experimental results of statistical methods 

Method 30% 10% 
Title 0.488 0.435 

Location 0.494 0.466 
TF based query 0.456 0.465 

Aggregation  Similarity 0.406 0.239 
Frequency 0.352 0.130 

Our combinational method exploits Title, Location, Aggregation Similarity methods 
as considering their performances and characteristics. For a case of no-title docu-
ments, the TF-based method is used instead of the Title method. 

3.4.1   Removing the Noisy Sentences in the First Step 
In the first step, our goal is to reduce noisy sentences. First of all, our system gener-
ates bi-gram pseudo sentences to solve the feature sparseness problem; they simply 
are made by combining two adjacent sentences by sliding window technique [9]. 
Then, since Title and Location methods show high performances, our system linearly 
combines these methods in the first step as follows: 
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1

1(),()(
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i
QSsimSScore ii

−−+= . (9) 

where notations in this Equation follow those of Equation (1) and (3). After all the bi-
gram pseudo sentences are scored by Equation (9), about 50% of them are removed 
because they are regarded as noisy sentences. 

3.4.2   Extracting Summary in the Second Step 
After the first step, the system can get more salient bi-gram pseudo sentences. There-
after, it separates the bi-gram pseudo sentences remained from the first step into 
original single sentences. We here add Aggregation Similarity method to linear 
combination method of the first step (Equation (9)). Since noisy sentences are 
eliminated in the first step, the score of sentences could be improved as adding the 
Aggregation Similarity method; it considers the sum of similarities with other all 
sentences as the important score of a sentence. The final Equation is as follows: 
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where wa is a weight value reflecting the importance of Aggregation Similarity 
method.  

If documents have no title, TF-based query method is used instead of the Title 
method as shown in the following Equations (11) and (12). 
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4   Empirical Evaluation 

4.1   Data Sets and Experimental Settings 

In our experiments, we used the summarization test set of KOrea Research and De-
velopment Information Center (KORDIC). This data is composed of news articles. 
The articles consist of several genres such as politics, culture, economics, and sports. 
Each test document has title, content, 30 % summary, and 10 % summary. The 30 % 
and 10 % summaries of the test document are made by manually extracting sentences 
from content. In our experiments, we used 841 document-summary pairs after elimi-
nating duplicate articles and inadequate summary pairs although the size of summari-
zation test set was reported as 1,000 documents [6]. 

We have two parameters to be determined; one of them is to adjust how many 
pseudo sentences are removed and the other is a weight parameter of Aggregation 
Similarity method in Equation (10), (12). For this parameter setting, we used 280 
documents as a validation set which are selected at random. Hence, the test set in our 
experiments is composed of the rest of data set (561 documents). 

To measure the performance of the method, F1 measure is used as the following 
Equation (13). 

RP

RP
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(13) 

where P is precision and R is recall. 

4.2   Experimental Results 

4.2.1   Comparing with One-Step Combination 
In order to verify the effectiveness of Two-step combination method, we compared 
the performance of Two-step combination method with that of One-step combination 
method. At first, our Two-step combination method without Aggregation Similarity 
method (2 step T&L:  Two-step Title and Location combination) reported higher 
performance than One-step combination method (T&L: One-step Title and Location 
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combination) as shown in Fig. 2. Next, to verify the addition of Aggregation Similar-
ity method in the second step, we compared 2 step T&L and 2 step T&L&A (Two-step 
Title, Location, and Aggregation Similarity combination). We also achieved the im-
proved performance in 2 step T&L&A. Finally, we obtained 3.9% advanced score on 
the 10% summary and 1.5% advanced score on the 30% summary. 
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Fig. 2. Comparison between One-step and Two-step methods in case of using title 

Table 3. Comparison between One-step and Two-step methods in case of using title 

 One-step Two-step Improvement 
10% 49.5 53.4 +3.9 
30% 53.8 55.3 +1.5 

In case of no-title, we used TF-based query method in place of Title method. In 
this cases, 2step TfQ&L&A (Two-step TF-based query, Location and Aggregation 
Similarity combination) showed 1.1% and 2.3 % advanced scores higher than TfQ&L 
(One-step TF-based query and Location combination) in 10% and 30% summary 
respectively as shown in Table 4. 
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Fig. 3. Comparison between One-step and Two-step methods in case of using no-title 
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Table 4. Comparison between One-step and Two-step methods in case of using no-title 

 One-step Two-step Improvement 
10% 46.8 47.9 +1.1 
30% 48.1 50.4 +2.35 

Note that we chose T&L method for One-step because it showed the best perform-
ance in above both two cases (especially better than T&L&A). 

4.2.2 Comparing with Other Summarization Methods 
In this section, we make a comparison between our Two-step method and other sys-
tems such as Title, Location, and DOCUSUM. Especially, DOCUSUM is used for 
comparison with linguistic approaches. 
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Fig. 4. Comparison between our method and other methods in case of using title 

Table 5. Comparison between our method and other methods in case of using title 

 DOCUSUM Two-step Improvement 
10% 52.2 53.4 +1.2 
30% 50.3 55.3 +5.0 

As shown in Fig. 4 and Table 5, our system showed much better performance  
than title, location and even DOCUSUM. Even though DOCUSUM used knowledge 
resource such as context vector space for lexical clustering, it rather showed 1.2% and 
5% lower performance than our method in 10% summary and 30% summary respec-
tively. 

Moreover, we conducted experiments in no-title case. DOCUSUM* used only a 
topic keywords query without a title query extracted by its lexical clustering method. 
But the results in Fig. 5 also showed that our system performed much better than  
any other method (even DOCUSUM). 
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Fig. 5. Comparison between our method and other methods in case of using no-title 

Table 6. Comparison between our method and other methods in case of using no-title 

 DOCUSUM Two-step Improvement 
10% 41.5 47.9 +6.4 
30% 44.3 50.4 +6.1 

5   Conclusions and Future Works 

In this paper, we have presented a new summarization method. It used bi-gram 
pseudo sentences to solve feature sparseness problem and Two-step combination 
method to improve the performance. As a result, we achieved higher performance 
than other statistical methods and DOCUSUM. Even though our system does not use 
any knowledge resource, it reported much better performance than DOCUSUM. In 
this paper, we implemented the high performance summarization system only to 
combine simple statistical methods on two steps. Our system has not only high per-
formance but also the strong point to easily implement because it uses only simple 
statistical methods. 

We plan to further researches on the multi-document summarization to apply our 
Two-step sentence extraction method to multi-document summarization. We will 
study the differentiation between single and multi-document summarization and im-
plement new multi-document summarization system by using Two-step sentence 
extraction method. 
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Abstract. In multi-document summarization (MDS), especially for time-
dependent documents, humans tend to select sentences in time sequence. Based 
on this insight, we use time features to separate documents and assign scores to 
sentences to determine the most important sentences. We implemented and 
compared two different systems, one using time features and the other not. In 
the evaluation of 29 news article document sets, our test method using time 
features turned out to be more effective and precise than the control system. 

1   Introduction 

In MDS, target documents mostly give explicit time information as additional 
information, especially in newspaper articles. The time feature usually consists of a 
year, date, and time, and most documents for the input of MDS contain a year and a 
date. In the typical three stage of summarization, they are used to order sentences in a 
realization (generation) phase, and are used as a weighing scheme in the content 
identification (sentence extraction) phase. However, we use time information to 
separate documents in order to obtain the main contents according to the time 
sequence in the content identification phase. As we sort documents by time 
information, we identify the time-slot that has the most documents. Although a set of 
documents is constructed not considering which time slot is more important than the 
other, we assume that a time slot having more documents have a high probability for 
containing important content like term frequency in information retrieval. 

Separating documents by time information, we also have the benefit of detecting 
redundant content in documents. As the input of MDS is a set of topically related 
documents, similar content is inevitable. To find similar content, we check the 
similarity between each sentence that is extracted. In time dependent documents such 
as a newspaper article, they are published according to events that occur in sequence, 
we assume that similar contents are detected in documents that were published at an 
adjacent time. We thus do not need to compare all extracted sentences, but only detect 
redundant content among documents published at an adjacent time. Most of 
techniques for extracting sentences are not new, but we add time features to improve 
extracting sentences.  
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In this paper, we propose a method of extracting sentences and detecting redundant 
sentences, using time features based on the above two assumptions. In experiments, 
we attempt to find how separating documents and giving weights to sentences by time 
features affect sentence extraction in time-dependent multiple documents. 

2   Related Works 

To identify important content in multiple documents, Mani and Bloedern built 
activation networks of related lexical items to extract text spans from a document set 
[7], and used similarities and differences among related news articles for multi-
document summarization [8]. SUMMONS [15] is a knowledge-based MDS system 
that extracts information, using specialized domain specific knowledge sources, and 
generates summaries from the templates. Centroid-based summarization [16] uses as 
input the centroids of the clusters, to identify which sentences are central to the topic 
of the cluster, rather than individual articles. Maximal Marginal Relevance-Multi-
Document [3] is a query-based method to minimize redundancy and maximize both 
relevance and diversity. The Columbia university system [2, 11] identifies similar 
sections and produces natural language summary using machine learning and 
statistical techniques. NeATS [5] is an extracted-based system using term clustering, 
to improve topic coverage and readability. It uses time features for ordering sentences 
and resolving time ambiguity, not for assigning weights to sentences. DEMS [21] 
relies on concepts instead of individual nouns and verbs. Like SDS using rhetorical 
structure theory (RST), Radev [17] introduced CST, a theory of cross-documents 
structure, which tried to find a relation between documents, such as subsumption, 
update, and elaboration, to cross-document conceptual links in MDS [18, 19]. 
However, Radev does not formalize these relationships [10].  

Time-based summarization techniques, evolving summaries of new documents 
related to an ongoing event were proposed by Radev [20]. Mani and Wilson [9] have 
focused on how to extract temporal expressions from a text, looking for and 
normalizing references to dates and times. Allan [1] produced a summary that 
indicates only what has changed over time. It shares the idea of finding all of the 
events within a topic over time with our method. However, using time features, we 
not only classify documents according to time, but also identify important content 
from a document set. 

3   Preliminary Experiments 

To find important sentences that can be the candidate of a final summary, four 
graduate students selected sentences from multiple documents. Each student read all 
the articles in the document set, as well as the nine selected sentences that must be 
included in a summary. The five sets of topically-related documents consisted of 
newspaper articles from the 1998 edition of Hankook Ilbo (Korean newspaper). To 
obtain reasonable results, we counted the number of selected sentences from each 
result, and determined the final sentences using the frequency of sentences are 
chosen. If the number of documents was less than 13, we chose six sentences for a 
result; otherwise, nine sentences were selected. The distribution of human-selected 
sentences is shown in Table 1.  
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Table 1. Group of documents by data and distribution of human-selected sentences 

Time slot (By date) 
Document Set 

1 2 3 4 5 6 7 8 9 10 

No. of  documents (18) 1 1 1 1 5 2 1 1 4 1 

No. of sentences (175) 7 13 4 9 35 21 9 8 26 10 A 

No. of human-selected (9) 1  1 1 3    2 1 

No. of  documents (12) 1 2 3 1 1 1 2 1   

No. of sentences (78) 5 17 18 3 5 7 14 9   B 
No. of human-selected (6) 1 1 1    1 2   

No. of  documents (13) 2 6 4 1       

No. of sentences (104) 7 53 39 5       C 
No. of human-selected (6)  3  3       

No. of  documents (11) 8 1 1 1       

No. of sentences (98) 75 8 6 9       D 
No. of human-selected (6) 4 1 1        

No. of  documents (13) 8 2 3        

No. of sentences (115) 71 18 26        E 
No. of human-selected (6) 3 1 2        

We found that extracted sentences for a final summary will be located along a time 
line, and a time slot that containing more documents has a high probability to 
including important sentences. Four document sets (A,B,C,E) among five sets have 
important sentences in recent time slots. Our preliminary experiment has confirmed 
Goldstein [3] who gave a weight to recent documents. We also found that the first 
time slot contained important sentences in four sets (A,B,D,E). The number of 
important sentences in the first time slot was different according to sets. We assumed 
that the difference depended on the characteristic of each document set, and assigned 
little weight to the first time slot. For summarizing time-dependent documents, we 
used these assumptions to design our method. 

4   Sentence Extraction Using Time Features 

4.1   System Overview 

First, we classified target documents by their time features. The number of time slot 
was determined, according to the time feature, and each time slot contained 
documents. We extracted sentences from each document using the method of SDS. 
Next, among extracted sentences, we detect redundant sentences, and build the term 
cluster of a time slot from remaining sentences, to find a topic sentence.  Using the 
term cluster, we assign a mark to sentences, and choose a sentence with highest score 
as a topic sentence in a time slot. A topic sentence receives more marks as a 
representative of a time slot. From each time slot, we obtain a term cluster, and 
construct  the  global term  cluster.  Using  these  global  terms, we  give a  mark to  all  



 Sentence Extraction Using Time Features in MDS 85 

 

 

Fig. 1. System Architecture 

sentences again. Finally, we rearrange all sentences ordered by their scores, and 
extract sentences. 

In the following sections, we will explain each phase of the system illustrated in 
Figure 1. 

4.2   Grouping Documents by Time Features 

The time information given by news articles is usually a combination of date and 
time. However some articles do not contain a time feature. In these cases, we group 
the documents by their publication date. 

4.3   Extracting Sentences 

To extract important sentences in a single document, we used traditional methods: 
sentence position, length, stigma word, and keywords in a headline. As we dealt with 
newspaper articles, we mainly relied on sentence position. The score of the i-th 
sentence Si is calculated as follows: 

||||)()()( LSwPSwSPenSSwSS ileadistigmaiipospositioniext ∩×+∩×−−×=  

Where,   - Spos(Si) : A position score of Si.           - Pen(Si): A length penalty of Si. 
          - L: A set of lead words.                       - P: A set of stigma terms. 

(1) 

In our system, we selected 50% of the sentences that had a higher score than others 
in each document, using the combination of each scoring function. Selected sentences 
are used for the input of the next phase. The following subsections describe each 
weighing scheme. 

Sentence Position. Sentence position has been used to find important content since 
the late 60s. We gave a mark to sentences according to their position. A sentence 
located at the beginning of the document obtained a higher score.  

Grouping Documents
by Time Features 

Extracting Sentences from
Each Document 

Building Global Term Cluster & 
Scoring Sentences

Multiple Documents 

Extracted Sentences 

Building Term Cluster &
Removing Redundant Sentences 
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Sentence Length. We gave a length penalty Pen(Si) to a sentence Si which was too 
short or too long. In Korean, the length of important sentences that are selected by 
humans in newspaper articles is usually between 10 and 30 eojeols1 [22]. The length 
of an eojeol is usually five to six syllables. Thus, we assigned a penalty 0.5 to 
sentences of which length is shorter than 50 syllables or longer than 180 syllables. 

Stigma Terms. When some sentences contain quotation marks, they can be redundant 
content in a summary [5]. Therefore we reduce the score of sentences by 0.4 when 
sentences include quotation marks. 

Lead Words. A headline is the most simple and concise method of delivering 
information about news articles. The basic idea is that a sentence that contains words 
in a headline will deliver important content about the article. Also, the main contents 
are typically located at the beginning of a news article. Thus, we use words in a 
headline and lead sentences to identify important sentences in a document. 

4.4   Building Term Cluster of a Time Slot and Removing Redundant Sentences 

Building Term Cluster of a Time Slot. After extracting sentences, we built the term 
cluster of a time slot to find a topic sentence. We chose sentences that had a higher 
score from each document. Identifying terms from these sentences, we calculated the 
frequency of the terms, and constructed a term cluster with terms with a higher 
frequency than a threshold Tts.  Each term cluster of a time slot could be used to 
identify a main sentence which could represent important content in that time slot. 

Removing Redundant Sentences. After extracting the important sentences in 
multiple documents, we grouped them by their similarity. We added a module that 
prevents similar contents from inclusion in the final result. Our system is based on 
sentence-extraction.  

Thus, we checked redundant content on the sentence-level, and estimated the 
redundancy between sentences. The redundancy value is used to construct a cluster of 
semantically redundant sentences. Our system basically calculated the Dice 
coefficient as a similarity measure based on the number of words. We developed an 
improved term-weighing method that assigns weights to words, using syntactic 
information [6].  

When measuring redundancy between sentences, we did not rely on term 
frequency (TF), and inverse document frequency (IDF), because they cannot 
distinguish words that are more syntactically important from others. When we 
compared two sentences, we expected that syntactically important words would 
obtain a higher score than others. Basically, main clauses will deliver more important 
information than sub clauses. In addition, we believe that subjects, objects, and verbs 
are syntactically important, compared to others in a sentence. Therefore, we gave 
weights to each word according to its syntactic role and the type of sentences that it 
locates.  

When comparing words, we used not only the surface form of a word, but also the 
concept code of it. In topically related document sets, sentences that contain the same 

                                                           
1 An eojeol is a one or more morphemes and is identified with a preceding and following space. 

It is similar to the notion of a word in English. 
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contents can be represented with the combination of different words, and the surface 
form of a word in news article can be varied. We assumed that verbs have a high 
probability to be represented in different way. Thus we used the concept code only for 
predicates. For conceptual generalization, we used the concept codes of the 
Kadokawa thesaurus, which has a 4-level hierarchy of 1,110 semantic classes [14]. 
Concept nodes in level L1, L2 and L3 are further divided into 10 subclasses and 
nodes in level L4 have 3-digit code between 000 and 999. Formally, the redundancy 
between two sentences S1 and S2 is calculated as follows: 
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(2) 

We used a single-link clustering algorithm. Sentence pairs having similarity value 
higher than the threshold value Tr are regarded as similar, and are included in a 
redundant cluster. The threshold value Tr is set to 0.5. After clustering, each cluster is 
expected to have several redundant sentences. From these clusters we chose only one 
sentence that had the highest score.  

We compared our redundancy-measuring (System1) to a method which does not 
use syntactic information (System2). Test data is fifteen sets of redundant sentences 
from four topically-related newspaper articles (the 1998 edition of Hankook Ilbo). 
The average number of sentences in test sets is 2.9. Thus, if there were two or more 
redundant sentences in both the test sets and the sets generated by systems, we 
consider that the systems correctly detected redundant sets. The threshold value Tr is 
set 0.5. 

Table 2. Result of identifying redundant sets 

System ID No. of  redundant sets No. of  correct redundant sets 
1 10 7 
2 13 6 

Table 3. Result of performance 

System ID Precision Recall 
1 83.3% 47.7% 
2 53.5% 39.3% 

Improvement 56% 21% 
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Table 3 shows that syntactic information improves detecting redundant sentences. 
Thus, we used a Korean dependency parser to obtain syntactic information. The 
cluster of redundant sentences was also used as a feature to give a weight to 
sentences. If several documents contain the same information, the repeated 
information can be the topic among documents and deliver important content [20]. 
Thus, we add it to a scoring formula in this phase. 

Find a Topic Sentence in a Time Slot. Using the term cluster, the number of 
redundant sentences, and a previous score of sentences, we assigned a score to 
sentences, and regarded a sentence with the highest score among all extracted 
sentences to be a topic sentence in a time slot. A topic sentence receives more marks 
as a representative of a time slot in the next phase. We also consider the syntactic 
information of terms in sentences. If the syntactic role of terms is a subject, object, 
verb, or terms are identified as an unknown word, we give more marks to them. A 
sentence S is calculated as follows: 
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Where, - Sext(S): A score of a extraction-phase.   - C: A term cluster of a time slot. 
             - fk: A frequency of a term k in Ci. 
             - R(S): The number of sentences in a redundant cluster that contains S. 
             - Wgr(t,S): A weight function for a term t by it’s grammatical role. 

(3) 

4.5   Building Global Term Cluster and Scoring Sentences 

To extract sentences from multiple documents, we constructed a global term cluster 
using a term cluster from each time slot. Like constructing the term cluster of time 
slot, we identified terms and select terms that had a higher frequency than the 
threshold Tg.  Sentences selected as a topic sentence from each time slot obtained a 
higher score. According to the results of the preliminary experiment, we gave a high 
probability to a time slot that contained relatively more documents than others, and to 
a time slot in the beginning and ending of time sequence. We used an implicit time 
feature to assign weight to the time slot. Some sentences contained time feature that 
indicated a specific time slot. Although we do not know what happens at this 
reference time slot, we assume that some event related to a topic occurred at that time. 
If the time slot is referenced by a sentence that is in a different time slot, we assigned 
weights to the referenced time slot. Also, we considered a sentence’s score produced 
in the previous phase, and the syntactic information of terms mapped with global 
terms. A sentence S is finally calculated as follows: 
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Where, - Stime_slot(S): A score of a previous phase.  - N: No. of whole documents. 

              - |D(S)|: No. of documents in a time slot which contains S. 
              - Tsen(S): A weight for topic sentences.    - TS(S): A weight of a time slot. 
              - G: A global term cluster.                         - fk: A frequency of a term k in Gi. 
              - Wgr(t,S) : A weight function for a term t by it’s grammatical role. 

5   Documents for Experiments 

We used 29 document sets which are concerned with a certain topic. These document 
sets were used for the formal run evaluation of NTCIR TSC3 (NII-NACSIS Test 
Collection for IR Systems, Text Summarization Challenge 3). In NTCIR TSC3, 
documents consisted of newspaper articles from the 1998, 1999 edition of the 
Mainichi and Yomiuri (Japanese newspaper). NTCIR also provided a scoring tool to 
evaluate precision and coverage for sentence extraction. We used this tool for 
evaluating our experiments. Because the document sets were written in Japanese, we 
first needed to translate the sets into Korean to using a Korean parser and keyword 
extractor. Using a Japanese-to-Korean machine translator, we translated all the 
document sets. The documents for experiments no doubt contained translation errors. 
However, there are no available Korean documents sets and tool for evaluating multi-
document summarization systems. Thus, it was necessary to use translated documents 
in this experiment. 

6   Evaluation for Sentence Extraction 

We briefly describe the evaluation method from Hirao and Okumura’s overview 
paper of NTCIR TSC3 [4]. 

6.1   Precision 

Precision is the ratio of how many sentences in the system output are included in the 
set of the corresponding sentences. It is defined by the following equation: 

h

m
precision =

 (5) 

Where h is the least number of sentences needed to produce the abstract, and m is the 
number of correct sentences in the system output.  

Table 4. Important Sentences 

Sentence ID of Abstract Set of Corresponding Sentences 
1 
2 
3 

{s1}_{s10, s11} 
{s3,s5,s6} 

{s20,s21,s23}_{s1,s30,s60} 
{si, sj} : Intersection,  si  _ sj  : Union 
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6.2   Coverage 

Coverage is an evaluation metric for measuring how close the system output is to the 
abstract taking into account the redundancy found in the set of sentences in the output. 
The set of sentences in the original documents that corresponds correctly to the i-th 
sentence of the human-produced abstract is denoted here as Ai,1, Ai,2,….., Ai,m. In this 
case, we have m sets of corresponding sentences. Here, Ai,j indicates a set of elements 
each of which corresponds to the sentence number in the original documents, denoted 
as Ai,j = {Gi,j,1, Gi,j,2 …., Gi,j,k}. In TSC3, they assume that there are correspondences 
between sentences in original documents and their abstract as in Table 4. For 
example, from Table 4, A1,2 = G1,2,1, G1,2,2 and G1,2,1, = s10, G1,2,2 = s11. Then, we 
define the evaluation score e(i) for the i-th sentence in the abstract: 
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Where v( ) is one(1), if the system output contains , otherwise, v( ) is zero(0). 
Function e returns one(1) when any Ai,j  is outputted completely. Otherwise, it 
returns a partial score according to the number of sentences |Ai,j|. Given function e 
and the number of sentences in the abstract n, Coverage is defined as follows: 
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7   Experiments and Discussion 

Our experiments focused on how separating documents and assigning weights to 
sentences with the time feature which affects sentence extraction in MDS. To identify 
the effect of time feature, we implemented two systems. The first system (System1) 
used the time feature to separate documents and to give a mark to sentences. The 
other system (System2) did not use the time feature. According to our proposed 
method, we implemented System1 to detect the redundancy only in the same time 
slot. As the time feature, we use the date information (yyyymmdd). We attempted to 
use the referenced time feature in sentences, but we did not yet implement a detecting 
module for the time feature in our system. For System2, we extracted sentences from 
each document, and built the global term cluster. We assigned a score to sentences, 
checked redundancy between all sentence pairs, and rearranged them by their score. 
For 29 document sets, we generated two types of sentence extraction: short and long. 
The number of extracted sentences is already defined for each document set. We 
calculated precision and coverage for the results of two systems. The evaluation of the 
two systems is shown in Table 5.  

Table 5. Evaluation results of two systems 

Type Short Long Average 
Evaluation Prec. Cov. Prec. Cov. Prec. Cov. 
System 1 0.553 0.319 0.563 0.330 0.558 0.325 
System 2 0.465 0.321 0.519 0.337 0.492 0.329 
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System1 using the time feature had high precision values in both short and long 
type extraction. However, coverage values are slightly lower than System2 in both 
short and long. The result of experiments shows that time feature can be used as a 
feature to improve sentence extraction from time-dependent multiple documents. 
Coverage is an evaluation metric for removing redundant contents. Although the 
result of coverage depends on the algorithm of measuring redundancy between 
sentences and several parameters, redundant contents were found in different time 
slots in our results. We assumed that “a time slot having more documents might have 
a high probability for containing important content”. Although we used this 
assumption in weighing schemes, we didn’t consider it for producing a final 
summary. It possibly resulted in lower coverage in System1.  

 

Fig. 2. Evaluation of short-sentence extraction 

Fig. 3. Evaluation of long-sentence extraction 

Table 6. Comparisons to others in NTCIR TSC 3 

Short Long 
ID 

Cov. Prec. Cov. Prec. 
F0301(a) 0.315 0.494 0.355 0.554 
F0301(b) 0.372 0.591 0.363 0.587 
F0303(a) 0.222 0.314 0.313 0.432 
F0303(b) 0.293 0.378 0.295 0.416 

F0304 0.328 0.496 0.327 0.535 
F0306 0.283 0.406 0.341 0.528 
F0307 0.329 0.567 0.391 0.680 
F0309 0.308 0.505 0.339 0.585 
F0310 0.181 0.275 0.218 0.421 
F0311 0.251 0.476 0.247 0.547 

Our System 0.319 0.553 0.330 0.563 
Ranking 4/11 3/11 6/11 4/11 
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Figure 2 and 3 show that the effectiveness of time features strongly depends on the 
characteristic of document sets. Some document sets (topic id: 310, 440, 550) 
consisted of time-independent documents, and have a tendency not to follow time-
dependent events. Therefore, these document sets revealed high precision in System2.  
However, topic ID 440 showed high precision in Long type. Although the document 
set of a topic id 410 consisted of time-dependent documents, System2 obtained higher 
precision in a short type extraction. For increasing the performance of our system, we 
needed to analyze document sets. We also compared our results to other systems that 
participated in NTCIR TSC3. The results are shown in Table 6. Their results were 
produced from Japanese documents. Although we used translated documents, our 
method performed well. 

8   Conclusion and Future Work 

We propose a method of extracting sentences and detecting redundant sentences, 
using time features. To improve extracting sentences in MDS, especially in time-
dependent documents, the time feature can be used effectively. Using the time feature, 
separating documents and assigning weight to sentences can improve the output of a 
system that is based on a sentence-extraction method. Our system needs to refine 
several additional parameters for increased efficiency, and therefore further 
experimentation is necessary.  

In the future, we will try to scrutinize document sets to increase the performance of 
our system, and discover how to apply the time feature to documents that have time-
independent tendency. Also we will apply category information [12, 13] for 
distinguishing between time-dependent documents and time-independent ones. We 
believe that this will greatly enhance our research. 
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Abstract. In this research, we extract paraphrases from Japanese Web
news articles that are long and aimed at displaying on personal computer
screens and mobile news articles that are short and compact and aimed
at mobile terminals’ small screens. We have collected them for more than
two years, and aligned them at article level and then at sentence level.
As the result, we got more than 88,000 pairs of aligned sentences. Next,
we extract paraphrases of the final part of sentences from this aligned
corpus. The paraphrases that we try to extract are the sentence final
nouns of mobile article sentences and their counterpart expressions of
Web article sentences. We extract character strings and word sequences
for paraphrases based on branching factor, frequency and length of string.
The precision is 90% for highest ranked candidate and 83% to 59% for
each top three candidates of 100 most frequently used action nouns.

1 Introduction

Paraphrase extraction became one of the main research topics of computational
linguistics these days. Enormous amount of research results have been published
through many workshops as well as conferences [8, 4] and so on. In paraphrase
acquisition, extraction of candidates from an entire corpus is the first and tough
task. This difficulty can be reduced to some extent by using parallel corpus. [1] is
one of the most successful research using parallel corpus. Their idea is that they
use contexts to extract paraphrases from aligned sentences that are translation
of the same sentence of the other language. As for paraphrase extraction from
monolingual corpus, [6] proposed an unsupervised method using contexts. [3]
improves these works by employing syntactic structures.

If we find new useful language resources of monolingual corpus, however, it
is desirable we have to utilize them for paraphrase extraction. In fact, we are
witnessing the rapid growth of mobile terminals such as mobile phones or PDAs

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 94–105, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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that are used by ordinary people every day. These kinds of mobile devices have
a small and low resolution screen. On the other hand, an ordinary personal
computer has a big and high resolution screen. In this circumstance, two types
of Web pages, one for mobile devices and the other for personal computers,
are developed separately even though they describe the same topic or contents
written in the same language. These two types of Web pages are, from the
viewpoint of computational linguistics, regarded as comparable corpora because
the topics are same but the surface texts are not. This is why we propose to
use these two types of Web pages for the purpose of paraphrases extraction.
As expected, Web news articles for mobile devices are much shorter and more
compact than Web news articles for ordinary personal computers. Due to this,
a paraphrase we can extract from these two types of Web pages is a pair of
ordinary expression and compressed form of it, like “The bomb has exploded”
and “bomb explosion.” They are, obviously, useful to compress a formal sentence
into a shorter phrase. In addition, this kind of short sentences are used many
places, for instance, short messages displayed on low resolution screens in a
train, on advertisement screens on building wall or inside of shops, etc. In this
situation, our research topic is important for a new but widely used short and
compact expression of language.

In order to extract paraphrases, we align sentences of two types of Web pages
at first. We can easily find the place where candidates of paraphrases exist in
the texts if we focus on the aligned sentences. On the contrary, if we use non-
aligned corpus, detecting candidates is hard and has a high computational cost.
We detour this problem by using the two types of Web pages collected from the
Web. Then the problem is reduced to ranking of many candidates of paraphrases
extracted from them.

Below, we describe the corpus we collected from the Web in Section 2, and
alignment in Section 3. Section 4 is for paraphrase extraction, and Section 5 is
the conclusion.

2 Web Articles and Mobile Articles

2.1 Characteristics

Henceforth, we call the Internet newspaper articles aimed at personal computers
“Web articles” and those aimed at mobile phones “mobile articles.” More than
a hundred Web newspaper articles written in Japanese are distributed on the
Web every day by Mainichi newspaper company (http://www.mainich.co.jp/).
Their lengths are a few hundreds to five hundreds characters and the average
length is about 250 characters. An Web article consists of several key words, a
title and a body of text. These articles consist of ordinary and formal written
sentences.

About 70 mobile newspaper articles also written in Japanese are distributed
by Mainichi newspaper company on the Web. The average length of one mobile
article is around 50 characters for the old types of mobile phones. A mobile
article consists only of the body text.
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Since they are available on the Web only for a few days, we have routinely
downloaded them on a day-to-day basis. Actually we have collected 48,075 pairs
of Web articles and mobile articles of Mainichi newspaper from April 26th 2001
to March 30th 2003. Since one mobile article often consists of more than one
sentences, the total number of sentences of a mobile article is 88,333.

2.2 Final Parts of Mobile Articles’ Sentence

Mobile articles are short and compact. We find this compactness especially ap-
pearing at a final part of mobile article’s sentences. Ordinary formal Japanese
sentences, which are obviously used in Web articles, almost always end with a
verb or an auxiliary verb of present or past tense because Japanese is a head
final language. On the contrary, sentences of mobile articles end variety of POSs
as shown in Table 1, where the ratio is the total of each case against the above
described 88,333 mobile sentences. We got a POS tag of each word by Japanese
morphological analyzer: Chasen [7].

Table 1. Patterns of sentence final parts of mobile articles

POS Ratio (%)

action noun 38.8
other noun 18.0
post positional particle 16.4
verb 18.3
auxiliary verb 7.6
others 0.9

In this table, action noun which we call “SA-HEN MEISI”, is a kind of noun
mainly expressing an action, etc. Its English counterpart is a noun appearing in
the pattern of light verb + noun, i.e. “tennis” in “do tennis.” All of SA-HEN
MEISIs do not necessarily mean an action. Some are for mental state change or
whatever. Nevertheless we, henceforth, call SA-HEN MEISI action noun in the
remainder of this paper for simplicity.

3 Alignment

3.1 Article to Article Alignment

As stated previously, the number of Web articles is larger than the number
of mobile articles. Since mobile news articles of a day are the excerpts of the
whole Web news articles of the day, every mobile article finds its counterpart
in the same day’s Web articles. Thus the search space for a counterpart Web
article of the mobile article is significantly narrowed down to the same day’s
articles. In this circumstance, the first thing to do is to find the Web article
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Fig. 1. Accuracy of article alignment

which corresponds to each mobile article. For this we use the similarity score:
SimArticle(W,M) where W means a Web article and M means a mobile article
defined below,

SimArticle(W,M) = a × K + b × T + NN . (1)

where K is the number of W ’s key words which also appear in M , T is the
number of nouns in the title of W which also appear in M , and NN is the
number of nouns that appear in both of W ’s body and M . The parameters a
and b are weights of the first and second factors respectively and both are chosen
to be 3.0 experimentally. Figure 1 shows the relation between SimArticle and
accuracy of article alignment for randomly selected 605 mobile articles, where
machine output alignments are checked by hand. As seen from Figure 1, sentence
pairs whose SimArticles are more than 35 are correct pairs and resulting in 481
correct pairs. Thus we apply this threshold of 35 to all of Web articles and mobile
articles described in Section 2.

3.2 Sentence to Sentence Alignment

Next, we extract sentence pairs from these aligned pairs of articles. Since newspa-
per articles always put the most important information in the first few sentences,
we only focus on the first paragraph of Web articles. Practically, sentences of Web
article aligned to the sentence of mobile article are identified by the following
method where Ws means a sentence in the Web article’s first paragraph, {Ws}
means the set of them, Ms means a sentence of mobile article, and Ws(Ms) is
a Web article sentence aligned to Ms,

foreach(Ms)
{Ws(Ms) = a sentence in {Ws} having

the highest similarity with Ms} . (2)

where the similarity is defined as a number of nouns appearing in both of Ws and
Ms. We extract 88,333 aligned pairs of sentences by this method. We choose 500
pairs randomly from these pairs and checked them by hand and found that 92.8%
of them were correctly aligned. This figure might not be sufficiently high for
alignment task itself. The main objective of our research, however, is extraction
of paraphrases by means of some statistical method. Therefore we decided not
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to pay more effort for alignment per se but to proceed to the task of paraphrases
extraction using the pairs of sentences extracted by this method.

4 Paraphrase Extraction

4.1 Background

Paraphrases would be used for many purposes including text simplification [5].
Our target, which is a little bit similar with their work, is to extract expressions
of the same meaning in Web sentences and mobile sentences. The latter is a
more compact and simplified form of the former. Then what we want to extract
is paraphrases by which we simplify Web sentences into sentences that can be
used as mobile sentences.

Paraphrases we focus on here are the last clause of each of Web sentences
and the last noun phrases of mobile sentences. A last part of ordinary Japanese
sentence is usually a verb, on the contrary, a last part of Japanese sentence of
compact text like mobile articles is often an action noun as already seen in Table
1. For instance, Japanese verb phrase “akira-ka ni na-tta”(‘be discovered’) is
sometimes paraphrased with a noun “han-mei” which can be translated into “be
known”, “proved to be”, etc. As shown in this example, “XXX”(YYY) means
that XXX is a part of Japanese sentences and YYY is its English gloss.

Now we selected distinct expressions at the end of mobile sentences by the
following way. Firstly, post positional particles (PPP) are function words like
prepositions of English, and are one or two characters length. Then we combine
a word right adjacent of PPP to make one distinct expression. Secondly, since
our paraphrase extraction algorithm is based on frequencies as described later,
we select expressions that occur more than two times. Then we have had 4566
distinct expressions, which contain 1085 distinct action nouns.

Looking at 30 most frequent expressions within these 4566 expressions, 15
of them are action noun like “han-mei.” From the viewpoint of paraphrasing,
this is a compression of a phrase which contains a pattern of action noun +
light verb. Considering these factors, we focus on this type of expressions as our
target of paraphrase extraction in this paper. The following is an example where
a character string separated by a space or hyphen corresponds to one Japanese
character. Note that a character connected by hyphens is one morpheme. The
italic parts of these two sentences are the paraphrases we try to extract by the
system we will propose in the remaining of this paper.

Mobile sentence ending part: “zi-ko gen-in han-mei” (the cause of the accident
identified).

Web sentence ending part: “zi-ko gen-in ga akira-ka ni na-tta” (the cause of
the accident is identified).

4.2 Extraction Framework

What we want to extract is a set of expressions appearing in Web sentences that
are the paraphrases of the action noun appearing at the end of mobile sentences.
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Step 1: Gather mobile article sentences: Ms having the same AN at the last part
of mobile sentences to make {Ms(AN)}.

Step 2: Gather Web sentences paired with each of {Ms(AN)} to make {Ws(AN)}.
Step 3: Extract candidates of paraphrase of AN from {Ws(AN)}.

Fig. 2. The framework of paraphrase extraction

Then the first thing to do is to extract action nouns from mobile sentences.
We have already done it and showed the result in Table 1. Here, a set of mobile
sentences having an action noun:AN is denoted as “{Ms(AN)}.” The next thing
to do is to gather a set of Web sentences which may have the paraphrase of the
given AN . Since we have already had is the big amount of aligned pairs of Web
sentence and mobile sentence as stated in Section 3, it is easily accomplished
by simply gathering Web sentences being aligned with each mobile sentence in
{Ms(AN)}. We denote it as “{Ws(AN)}” henceforth. Once we get {Ws(AN)},
the remaining problem is to extract a candidate of paraphrase of AN from
{Ws(AN)}. This process is formally described as follows.

Owing to the aligned sentences described in Section 3.2, it becomes much
easier to extract sentences which may contain paraphrases than paraphrase ex-
traction researches that do not use this kind of aligned sentences. Even though
we use aligned sentences to extract paraphrases, we still have many possible
types of paraphrases like a noun, a noun phrase, verb, verb phrases, and so
on. Thus we make the procedure at Step 3 one step easier by focusing on the
last parts of sentences in {Ws(AN)}. By this narrowing down, we can identify
where paraphrases exist. The remaining problem is how to implement Step 3 of
Figure 2.

4.3 Character Based Extraction with Branching Factor and
Frequency

Since ANs are located at the end of mobile sentences, it is reasonable to ex-
pect many paraphrases of AN are also located at the last part of sentences in
{Ws(AN)}. Of course, some paraphrases might be located not at the end of
sentence. The method we use is, however, based on statistics of distribution of
target expressions. Thus we only focus on the last part of sentences.

The next thing to note is that we adopt character based extraction as well as
word based extraction. This is because 1) we are free from error of morpholog-
ical analyzer whose accuracy is still around 95% for Japanese, 2) the proposed
method is independent on language and can be applied any language, and 3)
the proposed method can extract paraphrases exhaustively including character
string not yet recognized as a word. One example of 3) is an abbreviation like
“X-ing” meaning “crossing.” Of course we loose a sophisticated linguistic infor-
mation a morphological analyzer gives us, however, we take the merits 1) 2) and
3) more in our character based extraction.

Then the problem of extracting paraphrases of AN is how many characters
from the end of sentence of {Ws(AN)} we should extract. To solve this problem,



100 H. Nakagawa and H. Masuda

we first cut out some character strings which are probably paraphrases of AN
from Ws(AN). For this we introduce an important notion that we call “branch-
ing factor.” A similar idea, “accessor variety”, has been proposed in [2], however
their aim is word segmentation which is completely different application.

Branching Factor. Here, we firstly introduce a forward branching factor of
a character string Cs in a set of sentences which makes it easy to understand
the notion of branch. If the length of Cs is necessary to express explicitly, we
explicitly write down Cs(n) where n is the length in character, henceforth.

Forward branching factor: FB(Cs) is defined as the number of distinct char-
acters which are right adjacent to Cs in a set of sentences. Let Cs be a character
“n.” Then FB(“n”) is big because we may have many kinds of characters af-
ter “n” of the first character of words, like “na”, “ne”, etc. After “na”, “m” of
“name”, “t” of “nature”, etc. may come, and still FB(“na”) is high. But after
“natu”, very few kinds of character can come like “r” of “nature.” Thus FB
decreases as we proceed right within a word. Obviously, once a word ends, FB
suddenly increases. Thus we would extract linguistically meaningful expression
by cutting out character strings at the point where a FB increases. The notion
of FB is proven to be useful to segment out the meaningful expression [9].

However, we would like to cut out expression from the last part of sentence.
Thus, what we need is a branching factor of the other direction, namely a back-
ward branching factor: BB. BB(Cs) is defined as the number of distinct char-
acters that are left adjacent to Cs in a set of sentences. We expect that if we
scan character strings backwards from the end of sentence, the same situation
as described in a forward branching case is expected to happen. We depict the
situation with more concrete example. Consider, for instance, a Japanese sen-
tence.

“ke-nen wo hyou-mei si ta” (The suspicion was expressed) . (3)

In (3) a sequence of character separated by a space or hyphen such as “si”
and “ta” indicates one Japanese character. If we take a set of Web sentences
{Ws(AN)|AN = “hyou-mei”} ( = {Ws(“hyou - mei”)}), the following figure
depicts the situation of backward branching.

hyou mei si ta

aki ra ka ni

yo bi ka ke

ki me

Fig. 3. Backward branching of {Ws(AN)|AN = “hyou-mei”}

A Japanese character taken from the end of sentence is “ta” which is an in-
dependent morpheme indicating past tense. Therefore very many kinds of char-
acter come to the left of “ta” as shown in Figure 3. Thus BB(“ta”) is very
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large. BB(“si-ta”), where “si-ta” means “did” in English, is rather low because
there can be several possible action nouns whose meaning is same or similar
with “hyou-mei” (express). Then longer the string is, the smaller BB becomes.
However, any word can come to the left of “hyou-mei si-ta”, that means BB
turns to increase at this point. Here “increase” of BB(Cs(n)) means:

BB(Cs(n)) > BB(Cs(n − 1)) . (4)

We show an example of BB for a string “kanga-e wo aki-ra-ka ni si-ta” calcu-
lated using a set of sentences {Ws(“hyou-mei”)} in Figure 4. Clearly, character
strings whose BB is increasing coincide with coherent expressions like “aki-ra-ka
ni si-ta”(disclosed) and “kanga-e wo aki-ra-ka ni si-ta”(disclosed his/her opin-
ion).

Fig. 4. BB(“hyou-mei”) vs. each character from the end of sentence

This situation generally holds because a sentence is always a sequence of fixed
expression like words or phrases. Therefore, BB is useful to extract character
strings of fixed and/or coherent expression. Concretely, if we cut out strings:
Cs(n) where BB(Cs(n)) increases, that Cs(n) is a linguistically coherent and
fixed expression which turns out to be a good candidate of paraphrase.

Frequency, Length and Their Combination. As all of the Ws(AN)s con-
tain paraphrases of AN , we expect that many of them share the same expression
which has the same meaning AN has. The character string which has a high
frequency within {Ws(AN)} probably is a paraphrase of AN . Therefore a fre-
quency of character string is a good indicator of how likely the character string
is a paraphrase.

The second factor we have to consider is a length of the character string,
namely n of Cs(n). If we take character strings only based on their frequencies,
we probably encounter the following cases. One extreme case is short strings like
“si-ta”(did). Since every action noun can come just left of “si-ta”, BB(“si-ta”) is
high and possibly increasing, and the frequency of “si-ta” is obviously high, we
might extract “si-ta” in some {Ws(AN)}. Of course it is not desirable because
apparently “si-ta” is not a paraphrase of any action noun. The other extreme case
is a long expression like “saku-zitu tou-kyou de tai-ho sa-re-ta”(got arrested in
Tokyo yesterday). It is not a paraphrase of action noun “tai-ho”(arrest) because
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it expresses too detailed information than “tai-ho” expresses. Thus we have to
exclude too long and too short strings.

For this, firstly, we take longer strings more seriously as defined by the fol-
lowing formula,

log(n − 1) . (5)

where n is obviously the length(Cs(n)). By (5), the importance of Cs(n) in which
n < 3 is less than or equal to zero. Thus every Cs(n), n < 3, are virtually ruled
out. It is reasonable for Japanese because 1) action nouns almost always consists
of two Chinese characters and 2) Paraphrases in longer Web sentences for action
nouns in mobile sentences are expected to be longer than two characters. A
longer Cs gets a high score but the score is saturated because of log function.

Secondly, undesirably long and redundant strings are expected to have low
frequencies. Thus, the combination of length and frequency would exclude too
long and too short strings at the same time. In addition, it is not necessary to
search very long character strings because the target is the paraphrase of one
action noun. Thus we only focus on character strings that are shorter than 30
characters.

Ranking Algorithm. Based on these considerations, we propose a paraphrase
extraction system which corresponds to Step 3 of Figure 2 as shown below.

Step A: Scan every sentence of {Ws(AN)} backward from the end of sentence to
extract character strings: Cs(n) of any n less than 30.

Step B: Calculate BB(Cs(n)) for every Cs(n) extracted at Step A.
Step C: Pick up Cs(n) whose BB(Cs(n)) increases from the resultant set of strings

at Step A. We denote a set of character strings chosen by this method as
{CBB(n)}.

Step D: Sorting all strings in {CBB(n)} on the descending order of evaluation
function Para(CBB(n)).

Fig. 5. Sorting algorithm to sort paraphrase candidates

The remaining problem is the definition of evaluation function Para(CBB(n))
that we use at Step D of Figure 5. For this we propose the following definitions,

Para(CBB(n)) = BB(CBB(n)) × log(n − 1) × freq(CBB(n)) . (6)

where freq(CBB(n)) is the frequency of the string CBB(n) in {Ws(AN)}. As
stated in 4.3, if two factors: 1) decreasing of frequency of Cs(n) and 2) increasing
of log(n − 1) as n becomes longer, are well combined, we can exclude too long
Cs(n). Since as stated in 4.3, we can exclude too short Cs(n) by log(n − 1),
we can exclude too short and too long Cs(n) and pick up frequently occurred
character strings.
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4.4 Word Based Extraction

The above described character based extraction method is easily translated into
a word based extraction method by replacing character with word. For this, since
Japanese is an agglutinative language, we have to do morphological analysis and
POS tagging. We use the evaluation function defined by (6) except that the
length used in (5) is counted in character because we try to exclude one or two
character length string. If we count the length in word, we may exclude longer
strings which may be a good paraphrase.

4.5 Experimental Results and Evaluation

We evaluated the paraphrases resulted in sorting algorithm described in Figure
2 and Figure 5 combined with definitions of Para defined in (6) and word based
method described in 4.4. For evaluation, we test whether the resultant candidates
of paraphrases are correct paraphrases in any context. This is done by hand
because this correctness is known based on deep semantic analysis including
even some consideration about contexts. Since we have 1159 action nouns among
4566 types of sentence ending expressions, we cannot evaluated every candidate
of paraphrase for every ranked character string CBB(n) by hand. Then we
firstly evaluate precisely the ten most frequently used Japanese action nouns in
our corpus as shown below.

Ha-ppyou (announce), Tai-ho (arrest), Kai-dan (have a talk), Hyou-
mei(express, demonstrate), Si-bou (die), Ke-ttei (decide), Kyou-chou
(coordinate), Han-mei (proved to be, turn out to be, discover), Gou-i
(agree), Ken-tou (examine).

Fig. 6. Precision(N) for 10 highest ranked candidates of character based method (Char-
acter) and word based method with morphological analyzer (Word)

If we closely look at these action nouns, all of them have several meanings.
However they are roughly similar. We expect to extract paraphrases that are
similar but have a little bit distinct meaning of the original action nouns. Actu-
ally, we test by hand the ten highest ranked candidates for each of these ten ANs
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resulted in by the above described sorting algorithms and calculate precisions
against the first to N -th candidates defined by the following formula, where C(i)
means the number of correct paraphrases within i highest candidates.

Precision(N) =
1
N

N∑

i=1

C(i) . (7)

The results of the methods described above are shown in Figure 6. When the
character based method is used, nine out of the ten highest ranked candidates are
correct paraphrases. If we take three highest ranked candidates of the character
based method, almost 87% are still correct. Moreover about 55% of ten highest
ranked candidates are correct. It is not shown in Figure 6, but the Precision(N)
gradually degraded and Precision(20) still maintains 50%. The results of word
based method is lower. This result indicates that the expressions resulted in by
our aligned sentences and extraction algorithm based on character string are
high quality candidates of paraphrase.

Table 2. Accuracy of top 3 candidates

First Second Third

Character based 0.82 0.68 0.59
Word based 0.83 0.81 0.57

In order for more comprehensive result, we test the highest to third highest
ranked candidates of paraphrases for most frequent 100 action nouns. The results
of their accuracy for each of first, second and third candidates are shown in the
Table 2, where “accuracy” means the ratio of the extracted correct paraphrases
over all the extracted candidates of paraphrases. In this case, the word based
method outperforms the character based method. This is because in middle to
low frequency cases, the word based method picks up more grammatically reason-
able paraphrases at the top three ranks than the character based method which
is aimed at extracting paraphrases exhaustively and may produce ungrammati-
cal candidates. Finally we show some examples of extracted paraphrases where
we can replace “sth” with any noun or action noun.

happyou (announce). happyou-sita (made anouncement), suru-to happyou-sita
(announced to do sth.), sita-to happyou-sita (announced that sth. has been
done), seisiki-ni happyou-sita (formally announced), akiraka-ni sita (disclosed),
kouhyou-sita (publicly announced), to kata-tta (talked“...”),

kettei (decide). kime-ta (decided), suru-koto-wo kime-ta (decided to do sth.),
kettei-sita (made a decision), suru-koto-wo kettei-sita (decided to do sth.), wo
kettei-sita (made a decision to do sth.),

hanmei (discover). waka-tta (discovered), de waka-tta (discovered by sth (=ev-
idence)), akira-ka ni na-tta (proven to be), hamei-sita (turn out to be)
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5 Conclusions

We collected and aligned Web news articles and news articles for mobile phones
over two years. Using this aligned corpus, we extract character strings of para-
phrases of action nouns appearing at the end of mobile sentences based on the
combination of branching factor, frequency and length. The samples of the result
show high precision and indicate semi-automatic paraphrase extraction to be re-
alistic in practical use. Our future work is to extract other types of paraphrases
like sentence end with post positional particles from our aligned sentences.
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Abstract. Automatic transliteration of foreign names is basically re-
garded as a diminutive clone of the machine translation (MT) prob-
lem. It thus follows IBM’s conventional MT models under the source-
channel framework. Nonetheless, some parameters of this model dealing
with zero-fertility words in the target sequences, can negatively impact
transliteration effectiveness because of the inevitable inverted conditional
probability estimation. Instead of source-channel, this paper presents
a direct probabilistic transliteration model using contextual features of
phonemes with a tailored alignment scheme for phoneme chunks. Experi-
ments demonstrate superior performance over the source-channel for the
task of English-Chinese transliteration.

1 Introduction

Automatic transliteration of foreign names, e.g. names of people, places, organi-
zations, etc., is recognized as an important issue in many cross language appli-
cations. Cross-lingual information retrieval involves query keyword translation
from the source to target language and document translation in the opposite di-
rection. For similar reasons, machine translation and spoken language processing,
such as cross-lingual spoken document retrieval and spoken language translation,
also encounters the same problem of translating proper names. Contemporary
lexicon-based translation is ineffective as proper name dictionaries can never be
comprehensive. New names appear almost daily and become unregistered vocab-
ulary in the lexicon. This is known as the Out-Of-Vocabulary (OOV) problem.
The lack of translation for OOV names can impact the performance of applica-
tions adversely and sometimes seriously.

Based on pronunciations, foreign names can usually be translated, or more
appropriately transliterated, into target languages, which were originally hand-
coded with rules of thumb by human translators. De facto standard has been
established, but is often inconsistently used. The rules are subjected to the inter-
pretation of individual producers. In Mandarin Chinese, for instance, the name
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c© Springer-Verlag Berlin Heidelberg 2005



Improving Transliteration with Precise Alignment of Phoneme Chunks 107

of “Bin Laden” can be translated as /ben la deng/1, /bin la deng/, /ben la
dan/ and /bin la dan/. Sometimes dialectical features can further ambiguate
the standard. For these reasons, rule-based transliteration approach has been
undermined in English-to-Chinese machine translation applications. Thus, an
effective data-driven transliteration model is required.

In this paper, we present a statistical phoneme-based method for forward
transliteration of foreign names from English to Chinese. Grapheme-to-phoneme
transformation and Pinyin-to-Hanzi conversion applied in the phoneme-based
methods are extensively studied areas. We focus on the intermediate tasks for
transliterating phoneme pairs. The rest of the paper is organized as follows:
Section 2 summarizes related work; Section 3 explains the drawbacks of source-
channel model in our task; Section 4 illustrates our methods in detail; Section 5
presents and analyses experimental results; Section 6 concludes this paper.

2 Related Work

Several approaches have been proposed for automatic name transliteration be-
tween various language pairs. Based on the source-channel framework, [7] de-
scribed a generative model, in which they adopted finite state transducers and
a channel decoder to transform transliterated names in Japanese back to their
origins in English. The source-channel model was later on applied or extended by
a number of other tasks: backward transliteration from Arabic to English in [12],
forward transliteration from English to Korean in [8], and forward transliteration
from English to Chinese in [13].

The aim of work by [13] is closest to ours. Their fundamental equation derived
from the IBM statistical machine translation (SMT) model proposed by [2]:

Ĉ = argmax
C

p(C|E) = argmax
C

{p(E|C) × p(C)} (1)

where E = e
|E|
1 denotes a |E|-phoneme English word as the observation on

channel output, and C = c
|C|
1 represents E’s |C|-phoneme Chinese translation

by pinyin as the source of channel input. As shown in Fig. 1, the channel de-
coder reverses the direction to find the most probable input pinyin sequence Ĉ
given an observation E. The posterior probability p(C|E) is indirectly maxi-
mized by optimizing the combination of the transliteration model p(E|C) and
the language model p(C). p(E|C) was trained from name pairs represented by
International Phonetic Alphabet (IPA) symbols for English names (obtained
from a speech synthesis engine) and pinyin notations for their Chinese counter-
parts (obtained from a Hanzi-Pinyin dictionary). It proceeded by Expectation-
Maximization (EM ) iterations of standard IBM SMT model training method
by using GIZA++ toolkit, bootstrapping from Model-1 through Model-4 [13].
Language model p(C) was trained by using pinyin symbol trigrams and applying

1 Mandarin pinyin is used as phonetic representation of Chinese characters throughout
this paper. For simplicity, we ignore the four tones in the pinyin system.
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Chinese Language  Model  Pr(C)
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Transliteration Model Pr(E|C) 
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{Festival Speech Synthesis} 
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Chinese Transliterations 
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(Floyd     )

(Clinton     )
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... 

Pinyin 

Dictionary 

Fig. 1. English-to-Chinese transliteration system [13] based on IBM SMT model

Good-Turing smoothing with Katz back-off in CMU-Cambridge language mod-
eling toolkits [3]. Search was done by use of USC-ISI ReWrite Decoder [5]. The
method demonstrates pinyin error rates in edit distance of around 50% [13].

3 Drawbacks of Source-Channel

When the IBM SMT model is applied in our task, i.e. English-to-Chinese translit-
eration, it has several limitations:

1. p(E|C) is approximated by the Markov chains [11] under Markov assumption
(zero order or first-order) on state transition as well as conditional indepen-
dence assumption on observation. Markov assumption hypothesizes that the
transition probability to a state, i.e. phoneme of Chinese pinyin, depends
only on its previous one state at most. Longer history may suffer from data
sparseness and renders the model computationally expensive with the in-
crease of state space; conditional independence assumption assumes that an
observation unit, i.e. English phoneme, depends only on the state that gener-
ates it, not on its neighboring observation units. With these hypotheses, it is
hard to extend the model by using additional dependencies, such as flexible
features of neighboring phonemes. Albeit the trigram language model p(C)
is combined, (1) cannot be be optimal unless both p(E|C) and p(C) use the
true probability distributions. Yet, the used models and training methods
in machine translation empirically testified that they only provided poor
approximations of the true distributions [9, 13].

2. Because of the inverted conditional probability p(E|C), only a target lan-
guage phoneme can be associated with a contiguous group of source language
phonemes, but not vice visa, i.e. never could one English phoneme be con-
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English Name         FRANCES  TAYLOR 

English Phonemes         F      R  AE  N S IH S     T EY  L ER

                                           

Initials and Finals        f    u  l      ang   x  i   s  i   t   ai   l   e

Chinese Pinyin          fu       lang       xi     si      tai      le 

Chinese Transliteration                               

Fig. 2. English-to-Chinese transliteration example in [13], considering unaligned sym-
bols as zero-fertility

verted to a group of pinyin symbols. The example in [13] exposes this obvious
limitation (see Fig. 22): /u/ and the second /i/ in the third line have to be
considered as spuriously produced from nothing or from a mute ε. Under
the IBM models, such inserted symbols are known as zero-fertility “words”.
They are deleted by source-channel during training and reproduced by de-
coder by considering inserting one of them before each target symbol of each
remaining unaligned source phoneme in terms of the number of possible zero-
fertility symbols [5]. Although adding zero-fertility symbols may increase the
probability of hypothesis, incorrect transliterations are still abundant as such
insertions are frequent.

3. Due to smoothing, the language model may not assign zero probability to
an illegal pinyin sequence, e.g. one containing two consecutive initials [13].
Such sequences need to be manually corrected by inserting certain finals
between them until a legitimate pinyin sequence is obtained. Moreover, the
training of language model is independent of transliteration model and their
combination sometimes can yield unpredictable results.

4 Direct Transliteration Model

Instead of source-channel, we aim to estimate the posterior probability directly.
We rectify the angle of observation to avoid the use of the reversed conditional
probability. Figure 3 shows the application of the alignment scheme of our ap-
proach to the previous example in Fig. 2, where we look possible combinations of
pinyin symbols as initial-final clusters converted from single English phonemes.
The condition of the probability to be estimated thus turns out to be E instead of
C. The distribution can be approximated directly by Maximum Entropy (Max-
Ent) approach [1]. Under MaxEnt model, the language model can be considered
as an optional feature [9]. Its absence could be compensated if other cutting edge
features could be chosen.

2 Lowercase letters denote pinyin symbols. Capital letters are English phonemes rep-
resented by computer-readable IPA notations — ARPABET.
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English Name       FRANCES  TAYLOR 

English Phonemes       F     R  AE  N   S IH  S    T EY  L ER

             

Initials and Finals      f   u   l     a   ng   x  i  s   i   t   ai   l    e 

Chinese Pinyin         fu      lang        xi     si      tai       le 

Chinese Transliteration                                

Fig. 3. Our phoneme alignment scheme in direct transliteration modeling

4.1 Baseline of Direct Model

We introduce the pinyin mapping units of each ei denoted by cmui, which can
be individual pinyin symbols or clusters of initial and final. In an alignment,
each English phoneme aligns to only one cmu. Thus, the transliteration model
p(C|E) can be approximated by:

p(C|E) ≈
|E|∏

i=1

p(cmui|ei) . (2)

The unknown cmus (clusters) can be discovered on the fly during EM training
for computing the Viterbi alignments and symbol-mapping probabilities by using
GIZA++, where we can make the source and target consistent with the actual
transliteration direction, i.e. from English to Chinese.

Equation (2) gives poor approximation as no contextual feature is considered.
From our perspective, the transliteration is to classify each phoneme of a given
English name into its most probable cmu according to the frames of various
features. We then yield a better approximation:

p(C|E) ≈
|E|∏

i=1

p(cmui|hi) (3)

where hi denotes the history or context of ei, which is described as follows:

hi = {ei, ei+1, ei+2, ei−1, ei−2, cmui−1, cmui−2} . (4)

History of an English phoneme is defined as its left-two and right-two neighboring
phonemes plus the two cmus at pinyin side, to which its left-two phonemes align.
For each e in a given pair of {e1, e2, . . . , en} and {cmu1, cmu2, . . . , cmun}, its
conditional transliteration probability to produce the cmu with respect to its
contextual history h can be computed by:

p(cmu|h) =
p(h, cmu)∑

cmu′∈Ω p(h, cmu′)
(5)

where Ω is the set of all cmus mapped from e and observed in the training
data, and p(h, cmu) is the joint probability distribution of observing h and cmu
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Table 1. Baseline model feature templates

Category Contextual Feature Templates # of Possible Features
1 ei = X and cmui = Z |VE | · |VC |
2 cmui−1 = X and cmui = Z |VC |2
3 cmui−2cmui−1 = XY and cmui = Z |VC |3
4 ei−1 = X and cmui = Z |VE | · |VC |
5 ei−2 = X and cmui = Z |VE | · |VC |
6 ei+1 = X and cmui = Z |VE | · |VC |
7 ei+2 = X and cmui = Z |VE | · |VC |

simultaneously, which can be trained using maximum likelihood estimation. We
use the MaxEnt model to solve the joint probability distribution [10]:

p(cmu, h) = πμ
k∏

j=1

α
fi(h,cmu)
j (6)

where π is a normalization constant, {μ, α1, α2, . . . , αk} are the model param-
eters and {f1, f2, . . . , fk} are features which are all binary. Each parameter αj

corresponds to a feature fj . A feature takes the following form:

f1(hi, cmui) =
{

1 if ei=/F/ & ei−1=START & ei+1=/R/ & cmui=/fu/
0 otherwise

or

f2(hi, cmui) =
{

1 if ei=/S/ & ei+1=/T/ & cmui−1=/IH/ & cmui=/si/
0 otherwise .

The general feature templates we used in experiments are listed in Table 1, where
X , Y and Z can be any individual English phoneme or Chinese pinyin cmu, and
|VE | and |VC | are the number of elements in the respective sound vocabulary of
English and Chinese.

4.2 Improving the Baseline Model

Deficiencies of the Baseline Model. There are two critical problems in the
baseline model that can be improved:

1. The search space for finding the Viterbi alignment from all possible align-
ments is extremely large. Take the name pair in Fig. 3 for example, there is
no means to prevent ill-formed cmus, e.g. the first phoneme /F/ maps to
/f/ and the second one /R/ maps to /ul/, which is an unfavorable align-
ment but cannot be avoided if such mappings dominate the training data.
This could produce many illegal pinyin sequences and give rise to a large
number of probable cmus. They turned out adding uncertainties to phonetic
transcriptions.
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2. Because of compound pinyin finals, two consecutive English phonemes may
map to a single pinyin symbol, such as mapping from /AE N/ to /ang/ in
the example (see Fig. 2), which is not allowed in the baseline. This linguistic
knowledge need not be imparted ad-hoc in the model. We can decompose
compound finals into multiple basic finals, e.g. from /ang/ into /a/ and
/ng/, to reduce the size of target phonetic vocabulary. The original mapping
is broken into /AE/-to-/a/ and /N/-to-/ng/.

Precise Alignment of Phoneme Chunks. We introduce alignment indica-
tors between a pair of sound sequences of E and C. Within 39 English phonemes
(24 consonants, 15 vowels) and 58 pinyin symbols (23 initials and 35 finals), there
are always some indicative elements for alignment, i.e. indicators. For E, they
are all the consonants, the vowel at the first position and the second vowel of
two contiguous vowels; for C correspondingly, they are all the initials, the fi-
nal at the first position and the second final of two contiguous finals. Also, we
define the following variables: τ(S) is defined as # of indicators in sequence S
(S ∈ {E, C}); t(E, C) = max {τ(E), τ(C)} represents the maximum # of indica-
tors in E and C; d(E, C) = |τ(E)− τ(C)| is the difference of the # of indicators
in E and C.

We chunk E and C by tagging the identified indicators and compensate the
one with fewer indicators by inserting d number of mute ε at its min {τ(E), τ(C)}
possible positions ahead of its indicators. ε is practically an indicator defined for
alignment. This ensures that both sequences end up with the same number
of indicators. The t chunks separated by indicators in E should align to the
corresponding t chunks in C in the same order. They are called alignment chunks.

There are ‖A‖ =
(

d
t

)
=

t!
(t − d)!d!

number of possible alignments at chunk level

with respect to different positions of ε.
This method can guarantee each chunk contains two sound units at most.

Thus, in a pair of aligned chunks, only three mapping layouts between phoneme
elements are possible:

1. e-to-c1c2: The alignment would be e-to-c1c2 where c1c2 is considered as an
initial-final cluster (cmu);

2. e1e2-to-c1c2: The alignment at phoneme level would be extended to e1-to-c1
and e2-to-c2. Note that no new alignment is generated under this condition.
Thus, the total number of alignments remains unchanged;

3. e1e2-to-c: By adding an additional ε at C side, the alignment at phoneme
level would be extended to e1-to-c and e2-to-ε or e1-to-ε and e2-to-c. In this
case, one more new alignment will be produced and we update ‖A‖ = ‖A‖+1.

EM Training for Symbol-Mappings. We then applied EM algorithm [4, 7]
to find the Viterbi alignment for each training pair as follows:

1. Initialization: For each English-Chinese pair, assign equal weights to all
alignments generated based on phoneme chunks as ‖A‖−1.



Improving Transliteration with Precise Alignment of Phoneme Chunks 113

2. Expectation Step: For each of the 39 English phonemes, count the instances
of its different mappings from the observations on all alignments produced.
Each alignment contributes counts in proportion to its own weight. Normal-
ize the scores of the mapping units it maps to so that the mapping probability
sums to 1.

3. Maximization Step: Re-compute the alignment scores. Each alignment is
scored with the product of the scores of the symbol mappings it contains.
Normalize the alignment scores so that each pair’s scores sum to 1.

4. Repeat step 2-3 until the symbol-mapping probabilities converge, meaning
that the variation of each probability between two iterations becomes less
than a specified threshold.

With the improved alignment, the mappings crossing chunks are avoided.
Thus, the EM training becomes more precise and produces significantly fewer
possible alignments compared to the baseline.

5 Experiments and Evaluation

5.1 Data Set

We obtained the beta release v.1.0 of LDC’s Chinese-English bi-directional named
entity list compiled from Xinhua’s database, from which we chose the English-to-
Chinese proper name list of people as raw data. The list contains 572,213 foreign
people’s names and their Chinese transliterations. Note that although the list
is in English, it contains names originated from different languages (e.g. Rus-
sian, German, Spanish, Arabic, Japanese, Korean, etc.). One assumption is that
the Chinese translations were produced based on their English pronunciations
directly. The exceptions are Japanese and Korean names, which are generally
translated in terms of meaning as opposed to pronunciation, and we consider
them as noise. We resorted to CMU’s pronunciation dictionary and LDC’s Chi-
nese character table with pinyin to convert the names into a parallel corpus of
sequences of English phonemes and pinyin symbols. We ended up with 46,305
pairs, which were then used as our experimental data pool.

5.2 Performance Measurement

There is no standard for measuring machine transliteration. Some tests require
human judgment. The performance was evaluated with two levels of accuracy,
i.e. character-level accuracy (C.A.) and word level accuracy (W.A.) in [6]:

C.A. =
L − (i + d + s)

L
(7)

W.A. =
# of correct names generated

# of tested names
. (8)

In (7), L is the length of the standard transliteration of a given foreign name, and
i, d, and s are the number of insertion, deletion and substitution respectively,



114 W. Gao, K.-F. Wong, and W. Lam

i.e. edit distance between machine-generated transliteration and the standard. If
L < (i+d+s), we set C.A. = 0. Equation (8) is the percentage of the number of
transliterations identical to the standards in all the tested names. A name often
has acceptable transliteration alternatives. Hence, we will also measure how the
percentage of the number of transliterations distributes over different character-
level accuracy ranges, which is referred to as C.A. Distribution (C.A.D.):

C.A.D. =
# of names with C.A.∈ [r1, r2)

# of tested names
(9)

where [r1, r2) (denotes r1 ≤ C.A. < r2) is the bound of a C.A. range. We set
up six C.A. ranges: [0%, 20%), [20%, 40%), [40%, 60%), [60%, 80%), [80%,
100%) and [100%]. We are especially interested in the names within the ranges
[0%, 20%) and [80%, 100%) since the former could be considered as “completely
incorrect” and the latter “acceptable”.

5.3 Experiments and Results

In each trial of our experiments, individual translation name pairs, hereafter
referred to as instances, were randomly selected from the data pool to build 10
subsets. Each respectively accounts for 10% to 100% (step=10%) of the total
instances in the entire pool. In each subset, we used 90% of the instances for
training and the remaining 10% for open test. Also the same number of instances
(10%) were randomly selected from the training data for close test.

Experiments. The baseline model was trained and tested as follows:

1. Using EM iterations in GIZA++ to obtain Viterbi alignment of each pair of
names in the training set. The bootstrapping settings were the same as [13]
(see Sect. 2). Note that the direction of estimation is from E to C directly;

2. Aligned training instances were then passed to GIS (Generalized Iterative
Scaling) algorithm for training the MaxEnt models [1, 10]. This fulfilled train-
ing the models that can transliterate phoneme sequences of given English
names into pinyin sequences;

3. Tests were conducted on the trained MaxEnt models. “Beam search” [10]
was used where a beam size of 5 was adopted. For each given name, only
top-1 transliteration was accepted.

The experiments on the improved model were conducted under similar set-
tings except that the tailored alignment scheme and the EM training (see Sect.
4.2) were applied in the step 1.

To investigate the influence of data sizes on performance, the above procedure
was applied to the 10 subsets with different data sizes as described previously.
And the performance of the model was measured by the average accuracy (C.A.
and W.A.) of 50 trials of the experiments. C.A.D. was measured with average
distributions of 50 trials on 100% data size only.
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Accuracy vs. Data Size
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Fig. 4. Comparison of baseline (BL) and improved (IM) models on C.A.&W.A. vs.
Data Size

Results and Discussions. Figure 4 shows the average C.A. and W.A. of the
baseline model (BL) and the improved model (IM) over different data sizes.
IM significantly outperforms BL on all tests. In open tests with 100% data, for
example, IM demonstrates improvements on C.A. by 8.56% and on W.A. by
11.84%. Recall that in the IM model, we chopped longer pinyin symbols, e.g.
compound finals, into smaller sound units, i.e. basic finals, and aligned chunks
of English phonemes with corresponding chunks of pinyin symbols, prohibiting
alignments across chunk borders. This could produce: 1. more precise mappings
between English phonemes and cmus; 2. less possible cmus for each English
phoneme, reducing uncertainties; 3. less cums forming illegal pinyin syllables,
leading to more legitimate pinyin sequences. The figure also shows that with
enough instances, the models could achieve almost equal performance in open
tests to closed ones.

Figure 5 shows the average percentage of the number of transliterations dis-
tributed over their C.A. values (on all data). For C.A. ranging from 0% to
80%, BL produced more transliterations throughout the four ranges than IM. In
the remaining C.A. ranges, IM produced more high-quality transliterations (see
C.A. ≥ 80%) and considerably more correct transliterations (see C.A. = 100%)
than BL.
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Fig. 5. Comparison of baseline (BL) and improved (ML) models on C.A.D.

Table 2. Results of comparisons on different systems

Systems/Accuracy SC BL IM
Close 66.35% 68.18% 76.97%

C.A.
Open 65.15% 67.18% 75.08%
Close 20.73% 23.47% 36.19%

W.A.
Open 18.27% 21.49% 32.50%

5.4 Comparisons with Source-Channel System

We compared our work with the source-channel (SC) system described in [13].
Their method (the first translation system) was replicated with the only excep-
tion that we obtained phoneme sequences of foreign names via a lookup of CMU’s
pronunciation dictionary, whereas they adopted the Festival text-to-speech sys-
tem for English pronunciations. Then we tested the SC system, our BL system
and IM system using the entire data pool with 41,674 instances for training and
the remaining 4,631 for testing. The language model of SC system was trained
on the 41,674 pinyin sequences in the training portion, similarly using trigram
by CMU-Cambridge toolkits as [13]. The results are shown in Table 2. Our BL
and IM system outperformed the source-channel approach by about 3% and 10%
respectively in all tests using the same data set.
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6 Conclusion

We modeled English-to-Chinese transliteration as direct phonetic mapping from
English phonemes to a set of basic pinyin symbols plus dynamically discovered
mapping units from training. Contextual features of each phoneme are taken
into consideration in the model. An effective algorithm for precise alignment
of phoneme chunks was presented, which demonstrated improvements on per-
formance. Comparisons show that our approaches significantly outperforms tra-
ditional source-channel model. Future work will include incorporating different
features, such as additional contexts, target language model, or even the com-
position of direct and inverted transliteration model under MaxEnt framework.
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Abstract. Abundant Chinese paraphrasing resource on Internet can be
attained from different Chinese translations of one foreign masterpiece.
Paraphrases corpus is the corpus that includes sentence pairs to convey
the same information. The irregular characteristics of the real mono-
lingual parallel texts, especially without the strictly aligned paragraph
boundaries between two translations, bring a challenge to alignment tech-
nology. The traditional alignment methods on bilingual texts have some
difficulties in competency for doing this. A new method for aligning real
monolingual parallel texts using sentence pair’s length and location in-
formation is described in this paper. The model was motivated by the
observation that the location of a sentence pair with certain length is dis-
tributed in the whole text similarly. And presently, a paraphrases corpus
with about fifty thousand sentence pairs is constructed.

1 Introduction

Paraphrases are alternative ways to convey the same information [1]. And the
paraphrase phenomenon is a common language phenomenon. The paraphrasing
technology has been applied for various applications of natural language process-
ing, such as question answering [2, 3, 4, 5, 6], information extraction [7], machine
translation [8], information retrieval [9], multidocument [10], and it can improve
the whole performance of these applications. There are many kinds of naturally
occurred paraphrases resource. Barzilay extracted them from different transla-
tions of the same masterpiece [1]. Shinyama extracted paraphrases from news
articles [11]. But the language they processed most is English or Japanese, the
Chinese paraphrases is seldom researched. And in this paper, we mainly referred
to the Barzilay’s method to build a Chinese paraphrases corpus. The practical
alignment technology is necessary for doing it.

Alignment technology is mainly applied for the bilingual texts. There have
been a number of papers on aligning bilingual texts at the sentence level in the
last century, e.g., [12, 13, 14, 15]. On clean inputs, such as the Canadian Hansards
and the Hong Kang Hansards, these methods have been very successful. Church

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 118–128, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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[16] and chen [17] proposed some methods to resolve the problem in noisy bilin-
gual texts. Cognate information between Indo-European languages pairs are used
to align noisy texts. But these methods are limited when aligning the languages
pairs which are not in the same genre or have no cognate information. Fung [18]
proposed a new algorithm to resolve this problem to some extent. The algorithm
uses frequency, position and recency information as features for pattern match-
ing. Wang [19] adapted the similar idea with Fung [18] to align special domain
bilingual texts. Their algorithms need some high frequency word pairs as fea-
tures. When processing the texts that include less high-frequency words, these
methods will perform weakly and with less precision because of the scarcity of
the data problem.

The real monolingual parallel texts always include some noisy information.
They have the following characteristics as follows:

1) The monolingual parallel texts are aligned in chapter;
2) There are no strict aligned paragraph boundaries in real monolingual par-

allel text;
3) Some paragraphs may be merged into a larger paragraph since the trans-

lator’s individual idea;
4) There are many complex translation patterns in real text;
5) There exist different styles and themes.

The tradition approaches to alignment fall into two main classes: lexical and
length. All these methods have limitations when facing the real monolingual
parallel texts according to the characteristics mentioned above. We proposed a
new alignment method based on the sentences length and location information.
The basic idea is that the location of a sentence pair with certain length is
distributed in the whole text similarly. The local and global location information
of a sentence pair is fully combined together to determine the probability with
which the sentence pair is a sentence bead.

In the first of the following sections, we describe several concepts. The subse-
quent section reports the mathematical model of our alignment approach. Sec-
tion 4 presents the process of anchors selection, algorithm implementation is
shown in section 5. The experiment results and discussion are shown in section
6. In the final section, we conclude with a discussion of future work.

2 Several Conceptions

It is necessary to clarify several concepts for understanding the alignment pro-
cess. As shown below:

1) Alignment anchors: Brown [12] firstly introduced the concept of alignment
anchors when he aligned Hansard corpus. He considered that anchors are some
aligned sentence pairs which divided the whole texts into small fragments.

2) Sentence bead: And at the same time, Brown [12] called each correct
aligned sentence pair a sentence bead. Sentence bead has some different styles,
such as (0:1), (1:0), (1:1), (1:2), (1: more), (2:1), (2:2), (2: more), (more: 1),
(more: 2), (more: more).
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3) Sentence pair: Any two sentences in the monolingual parallel text can
construct a sentence pair.

4) Candidate anchors: Candidate anchors are those that can be possible align-
ment anchors. In this paper, all (1:1) sentence beads are categorized as candidate
anchors.

3 Alignment Mathematical Model

The alignment process has two steps: the first step is to integrate all the origin
paragraphs into one large paragraph. This can eliminate the problem induced
by the vague paragraph boundaries. The second step is the alignment process.
After alignment, the monolingual parallel texts become sequences of aligned
fragments. And the unit of a fragment can be one sentence, two sentences or
several sentences.

In this paper the formal description of the alignment task was given by ex-
tending the concepts of bipartite graph and matching in graph theory.

3.1 Bipartite Graph

Bipartite graph: Here, we assumed G to be an undirected graph, then it could
be defined as G =< V,E >. The vertex set of V has two finite subsets: V1 and
V2, also V1 ∪ V2 = V , V1 ∩ V2 = Ø. Let E be a collection of pairs, when e ∈ E,
then e={vi, vj}, where vi ∈ V1,vj ∈ V2. The triple G was described as, G =<
V1, E, V2 >, called bipartite graph. In a bipartite graph G, if each vertex of V1 is
joined with each vertex of V2, or vice versa, here an edge represents a sentence
pair. The collection E is the set of all the edges. The triple G =< V1, E, V2 > is
called complete bipartite graph. We considered that: |V1| = m, |V2| = n, where
the parameters m and n are respectively the elements numbers of V1 and V2.
The complete bipartite graph was usually abbreviated as Km, n as shown in
Figure 1.

3.2 Matching

Matching: Assuming G =< V1, E, V2 > was a bipartite graph. A matching of G
was defined as M, a subset of E with the property that no two edges of M have
a common vertex.

3.3 Best Alignment Matching

The procedure of alignment using sentence length and location information can
be seen as a special matching. We defined this problem as ”Best Alignment
Matching” (BAM).

 

Fig. 1. K3,3 complete bipartite graph
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BAM: If M =< S, EM, T > is a best alignment matching of G =< S, E, T >,
then EM must meet the following conditions:

1) All the vertexes in the complete bipartite graph are ordered;
2) The weight of any edges in EM d(si, tj) has: d(si, tj)< D (where D is

alignment threshold); at the same time, there are no edges sk, tr which made
k<i and r>j, or k>i and r<j;

3) If we consider: |S|=m and |T|=n, then the edge sm, tn belonged to EM ;

Best alignment matching can be attained by searching for the smallest weight
of edge in collection E, until the weight of every edge d(si, tj) is equal or more
than the alignment threshold D. Generally, the alignment threshold D is deter-
mined according to experience.

 

s1    s2    s3    s4    s5    s6   s7     si   sj            sm-2 sm-1 sm 

t1     t2    t3     t4    t5    t6    t7     ti   tj            tm-2  tm-1 tm 

… 

… 

Fig. 2. Sketch map of Km,n BAM under alignment threshold D

If each sentence in the text S (or T) corresponds with a vertex in V1(or V2),
the text S or T can be denoted by S(s1, s2, s3, . . ., si, sj, . . ., sm) or T(t1, t2, t3,
. . ., ti, tj, . . ., tn). Considering the form merely, each element in S combined with
any element in T can create a complete bipartite graph. Thus the alignment task
can be seen as the process of searching for the BAM in the complete bipartite
graph. As shown in Figure 2, the edge e = {si, tj} belongs to EM ; this means
that the i-th sentence in text S and the j-th sentence in text T can make an
alignment anchor. Each edge is corresponding to an alignment value. In order
to ensure the monolingual parallel texts are divided with the same fragment
number, we default that the last sentence in the monolingual parallel texts is
aligned. That is to say, {sm, tn}∈ EM was correct, if |S|=m and |T|=n in the
BAM mathematical model.

We stipulated the smaller the alignment value is, the more similar the sen-
tence pair is to be a candidate anchor. The smallest value of the sentence pair is
found from the complete bipartite graph. That means the selected sentence pair
is the most probable aligned (1:1) sentence bead. Alignment process is completed
until the alignment anchors become saturated under alignment threshold value.

Sentence pairs extracted from all sentence pairs are seen as alignment an-
chors. These anchors divide the whole texts into short aligned fragments. At
the same time, these anchors themselves are extracted as correct sentence pairs
independently. The definition of BAM ensures that the selected sentence pairs
cannot produce cross-alignment errors, and some cases of (1:more) or (more:1)
alignment fragments can be attained by the fragments pairs between two selected
alignment anchors.
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4 Alignment Anchors Selection

All (1:1) sentence beads are extracted from different styles of monolingual par-
allel texts. Their distribution states are similar as presented in Figure 3. The
horizontal axis denotes the sentence number in one Chinese translation text,
and the vertical axis denotes the sentence number in another Chinese transla-
tion text.
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Fig. 3. Distribution of (1:1) sentence beads in Monolingual Parallel texts

Statistical results show that more than 85% sentence beads are (1:1) sentence
beads in monolingual parallel texts and their distributions obey an obvious law
well. DeKai, Wu offered that (1:1) sentence beads occupied 89% in English-
Chinese as well [15]. If we select these sentence beads as candidate anchors, the
alignment method will be general on any languages pairs. Length and location
information of sentence pair is used fully to calculate the alignment weight of
each sentence pair. Finally, the sentence pair with high value will be filtered by
the similarity of the two sentences in a sentence pair.

In order to calculate the alignment value of sentence pair of si, tj, four pa-
rameters are defined:

Whole text length ratio: P0 = Ls / Lt;
Upper context length ratio: Pu[i, j] = Usi / Utj;
Nether context length ratio: Pd[i, j] = Dsi / Dtj
Sentence length ratio: Pl[i, j] = Lsi / Ltj;
Where
si the i-th sentence of S;
tj the j-th sentence of T;
Ls the length of one translation text S;
Lt the length of anther translation text T;
Lsi the length of si;
Ltj the length of tj;
Usi the upper context length above sentence si;
Utj the upper context length above sentence tj;
Dsi the nether context length below sentence si;
Dtj the nether context length below sentence tj;
Figure 4 illustrates clearly the relationship of all variables.
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Fig. 4. Sketch map of variables relationship

If si and tj can construct a (1:1) alignment anchor, P[i, j] must be less than the
alignment threshold, where P[i,j] denotes the integrated alignment value between
si and tj. We construct a formal alignment function on every sentence pair:

P [i, j] = α(Pu[i, j] − P0)2 + (P l[i, j] − P0)2 + α(Pd[i, j] − P0)2 + (1/Sim)

Where, the parameter α is balanced coefficient, and it can adjust the weight
of sentence pairs’ length and the weight of context lengths well. The longer the
text is, the more insensitive the effect of the context length is. So α’s value should
change in order to balance the whole proportion. The short text is vice versa. In
this paper we define:

α = (Ls/Lsi + Lt/Ltj)/2

And the similarity of the two sentences in a sentence pair is calculated
through:

Sim =
Intersection(L1, L2) × 2

L1, L2
× min(L1, L2)

max(L1, L2)

Where L1 and L2 are the lengths of the two sentences; min(L1,L2) is the
length of the shorter sentence, max(L1,L2) is the length of longer sentence;
Intersection(L1,L2) is the common length of the two sentences.

According to the definition of BAM, the smaller the alignment function value
of P[i, j] is, the more the probability of sentence pair si, tj being a (1:1) sentence
bead is. In this paper, we adopt a greedy algorithm to select alignment anchors
according to all the alignment function values of P[i, j] which are less than the
alignment threshold. This procedure can be implemented with a time complexity
of O(m*n). To obtain further improvement in alignment accuracy the similar-
ity is used to filter the wrong sentence pairs independently. And calculation
approach of the similarity is same with the method mentioned above.

After the above similarity filtering, although the alignment recall is reduced,
the alignment precision is improved greatly. Here, those candidate alignment
anchors whose similarities exceed the similarity threshold will become the final
alignment anchors. These final anchors divide the whole monolingual parallel
texts into aligned fragments.
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5 Algorithm Implementation

According to the definition of BAM, the first selected anchor will divide the whole
monolingual parallel texts into two parts. We stipulated that the sentences in
the upper part of one translation text cannot match any sentence in the nether
part of anther translation text. As shown in Figure 5.
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Fig. 5. Anchors selection in Monolingual Parallel texts

After the first alignment anchor was selected, the second candidate anchor
must be selected in the first quadrant or the third quadrant and exclusive from
the boundary. It is obvious that the cross alignment error will happen if the
candidate anchor exists in the second quadrant or fourth quadrant. For example,
if the (i, j) is the first selected alignment anchor, and the (i-1, j+1) is the second
selected alignment anchor, the cross alignment appears. We can limit the anchors
selection field to prevent the cross-alignment errors.

In addition, in order to resolve the problem that the first and the last sen-
tence pair is not a (1:1) sentence bead, we use a virtual sentence length as the
origin alignment sentence bead when we initialize the alignment process. The
implementation of alignment algorithm is described as followed:

1) Load the monolingual parallel texts;
2) Identify the sentences boundaries and number each sentence;
3) Calculate every sentence pair’s alignment value;
4) Search the sentence pair that is corresponding to the smallest alignment

function value;
5) If the smallest alignment function value is less than the alignment threshold

and the go to step 6), and if the smallest value is equal to or more than the
threshold, then go to step 7);

6) If the similarity of the sentence pair is more than a certain threshold,
the sentence pair will become an alignment anchor and divide the monolingual
parallel text into two parts respectively, then limit the search field of the next
candidate anchors and go to the step 4);

7) Output the aligned texts, and go to the end.
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6 Results and Discussion

Because the translations of most of masterpiece are aligned in chapter and the
sentence number of every chapter are less than 500, our algorithm works well
on the monolingual parallel texts with the sentence number under 500. Part of
translations in ”The Sorrows of Young Werther” and ”Cien An̈os de Soledad”
are selected as test set. The concrete information is shown in Table 1 and 2.

The alignment experiments are performed under the condition of with similar-
ity filtering and without similarity filtering. The precision and recall are defined:

Precision = The correct aligned sentence pairs number / The total number
of alignment sentence pairs in monolingual parallel texts

Recall = The correct aligned sentence pairs number / The total alignment
sentence pairs in standard test texts

The comparison results are presented in Table 3.
With similarity filtering, the alignment precision is improved greatly. We take

a statistic on all the errors and find that most errors are partial alignment errors.
Partial alignment means that the alignment location is correct, but a half pair
of the alignment pair is not integrated. The result shows that similarity filtering
can resolve the problem in some extent. The recall is so low because there are
some correct aligned fragment pairs with more than one sentence which cannot
match the correspondent sentence pair in the standard set.

Table 1. Concrete information of the test data

Translation 1 Translation 2
The Sorrows Size 18.40K 18.40K

of Young Werther Sentence number 238 260
Cien An̈os de Size 49.5K 49.2K

Soledad Sentence number 639 559

Table 2. Distribution of different alignment style

Total sentence number 1:1 1:2 2:1 other
The Sorrows of Young Werther 222 185 24 8 5

Cien An̈os de Soledad 520 436 44 19 21

Table 3. Comparison results with similarity

Precision(%) Recall(%)
The Sorrows Without similarity filtering 70.9 75.1

of Young Werther With similarity filtering 85.5 72.3
Cien An̈os de Without similarity filtering 68.5 74.2

Soledad With similarity filtering 83.2 70.6
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Table 4. Comparison results between two methods

Precision(%) Recall(%)
Method based on length 35.0 33.9

Our method 85.5 72.3
Combination method 91.2 85.6

In order to verify the validity of our algorithm, we implement the classic
length-based sentence alignment method using dynamic programming. And com-
bining the traditional alignment method with our method, the results are shown
in Table 4.

Because the origin monolingual parallel texts have no obvious aligned para-
graph boundaries, the error extension phenomena happen easily in the length-
based alignment method. Its alignment results are so weaker that it cannot be
used. If we omit all of the origin paragraphs information and merge all the
paragraphs in the monolingual parallel text into one larger paragraph respec-
tively. The length-based alignment method rated the precision of 35.0%. This is
mainly because different translators have different translation styles and differ-
ent comprehension on the same foreign texts. But our method rated 160 (1:1)
sentence pairs as alignment anchors which divide the monolingual parallel text
into aligned fragments. Then the length-based classic method was applied to
these aligned fragments and got a high precision.

Figure 6 shows 160 selected anchors distribution which is in the same trend
with all the (1:1) sentence beads. Their only difference is the sparse extent of the
aligned pairs. We can make a conclusion that Our method performs very well to
align the real monolingual parallel texts.
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Fig. 6. Distribution of alignment anchors

7 Conclusion

This paper proposed a new method for fully aligning real monolingual parallel
texts using sentence length and location information, described concretely in
section 3 and 4. The model was motivated by the observation that the location
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of a sentence pair with certain length is distributed in the whole text similarly. It
uses the (1:1) sentence beads instead of the high frequency words as the candidate
anchors. Local and global location characteristics of sentence pairs are involved
to determine the probability which the sentence pair is an alignment anchors.

Every sentence pair corresponds to an alignment value which is calculated
according to the formal alignment function. Then the process of BAM is per-
formed to get the alignment anchors. This alignment method can restrain the
errors extension effectively in comparison to the traditional length-based align-
ment method. Furthermore, it has shown strong robustness, even if when it meets
ill-quality texts that include incorrect sentences. To obtain further improvement
in alignment accuracy sentence similarity filtering was performed. The algorithm
need not segment the Chinese sentence require little cost to implement.

Additionally, we can adjust the alignment and similarity thresholds dynami-
cally to get high precision alignment anchors, for example, applying the first test
set, even if we get only 107 (1:1) sentence beads but the precision is 98.13%. We
found that this method can perform the function of paragraph alignment very
well and ensure the alignment precision simultaneously.

Of these pairs about half of total number of (1:1) sentence beads can be
even extracted from the monolingual parallel text directly to build a large scale
paraphrase corpus if the original monolingual parallel text is abundant. And the
rest text can be used as spare resource. Now, we have obtained about 50,000
Chinese paraphrase pairs with high quality.

In the future, we hope to do further alignment on the basis of current work
and extend the method to align other languages pairs.
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Abstract. Topic distillation aims at finding key resources which are
high-quality pages for certain topics. With analysis in non-content fea-
tures of key resources, a pre-selection method is introduced in topic dis-
tillation research. A decision tree is constructed to locate key resource
pages using query-independent non-content features including in-degree,
document length, URL-type and two new features we found out involving
site’s self-link structure analysis. Although the result page set contains
only about 20% pages of the whole collection, it covers more than 70% of
key resources. Furthermore, information retrieval on this page set makes
more than 60% improvement with respect to that on all pages. These
results were achieved using TREC 2002 web track topic distillation task
for training and TREC 2003 corresponding task for testing. It shows an
effective way of getting better performance in topic distillation with a
dataset significantly smaller in size.1

1 Introduction

Currently, Web Information Retrieval (IR) presents a technical challenge due to
the size exploding of web document collection, which contains over 20 billion
pages as of February, 2003[1]. The number of pages indexed by web search en-
gines is increasing at a high speed, for example, Google indexed over 3.3 billion
pages in September, 2003, which is about 7 times as many as what it indexed in
the year of 2000[2]. How to achieve better performance with fewer pages indexed
is becoming more and more interesting in web IR research. Many web search
engines have adopted some techniques to identify the quality of web pages inde-
pendent of a given user request, in order that they can index more high quality
pages with limited resources. But these approaches such as PageRank[3] only
use link structures of the web and a better estimate should require additional
non-content sources of information both within a page and across different pages.

1 Supported by the Chinese Natural Science Foundation (NO. 60223004, 60321002,
60303005)

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 129–140, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Topic distillation is a web search task to find high-quality web pages (called
key resources) for a particular topic. These pages can offer users with credible
information or a good entry point to several useful pages. About 78% search
engine queries are related to this task according to query log analysis of Broder
[4]. If key resources can be pre-selected from the whole collection, a large number
of web search requests can be satisfied by indexing these pages only (because only
these pages may be returned as results in topic distillation). It is possible to find
several non-content features to determine whether one web page is a key resource
page or not. In fact, previous TREC experiments[5][6][7] show that some non-
content sources of information such as URL and link structure enhance retrieval
effectiveness. Which non-content features are useful in selecting key resources
and how to use them are the key components of our work.

The remaining part of the paper is constructed as follows: Section 2 gives
a brief review of related works in non-content features of web pages. Section 3
compares differences between key resource pages and ordinary pages in these
features. A decision tree-based key resource pre-selection algorithm is demon-
strated in section 4. Section 5 describes experiment results of both key resource
pre-selection and related content retrieval process. Finally come discussion and
conclusion.

2 Related Work

Non-content features are sources of non-content information both within a page
and across different pages, such as URLs and links. Existing studies on web page
non-content features are mostly related to site finding. A site finding task is one
where the user wants to find a particular site and his query names the site. It
belongs to navigational search whose percentage in web search queries is over
20% according to Broder[4].

Many efforts have been made to find several non-content information sources
in web site finding and several of them have proved effective. Westerveld et al.
defined a web page’s URL-type according to its URL length and number of
dashes (’/’). They computed the probability of a page being an entry page given
the type of its URL: root, subroot, path, or file. Combination of this feature and
some content features helps them to obtain the best result in TREC 2001’s home
page finding task[8]. His colleague Kraaij et al. further proved the effectiveness of
document length and in-degree in selection of home pages in 2002[9]. Craswell et
al. also found that, in optimal conditions, all of the query-independent methods
they studied (in-degree, URL-type, and two variants of PageRank) offered a
better than random improvement on a content only baseline in site finding[10].

Key resource page has the function of providing credible information on a
certain topic. It means that key resource page is different from ordinary entry
page, although it is defined as entry of one key resource site according to TREC
12 web track’s guideline[6]. It means that effective non-content features in site
finding should be re-studied in topic distillation and new features should be
introduced to separate key resource pages from ordinary pages.
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3 Non-content Features of Key Resources

This section compares differences between ordinary and key resource pages in
some non-content features. The features to be discussed are in-link count (in-
degree), document length, URL-type, in-site out-link number and in-site out-link
anchor rate; features involving self-link analysis of the site are designed specially
for key resource separation. Key resource training set used here is composed of
relevant qrels of TREC 2002’s topic distillation task (See Section 5).

Some common-used features are discussed at first, followed by new features
we proposed involving in-site out-link analysis.

3.1 Study of Common-Used Non-content Features

In-Link Count (In-Degree). Analysis of both .GOV and key resource train-
ing set shows that entry pages are different from ordinary pages in the distribu-
tion of in-degree.
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Fig. 1. In-degree distributions of key resource training set and .GOV. The category
axis represents in-degree

It can be concluded from Fig. 1 that key resource pages have many more in-
links than ordinary pages. The plots show that 51.03% key resource pages have
more than 10 in-links; while only 9.45% ordinary pages have in-degree over 10.
Key resources are high quality pages which interests many web users so a large
number of web sites create hyper-links to them for convenience of these users.

URL-Type. URL-type proves to be stable and effective in site finding task
according to previous TREC experiments [10][14][15]. We followed Kraaij et al.
and classified URLs (after stripping off a trailing index.html, if present) into
four categories: ROOT, SUBROOT, PATH and FILE. Our experiment gives the
following statistics from .GOV and the training set.

There are 57.27% key resource pages in the ”non-FILE” URL-type page set,
which contains 11.10% pages of .GOV corpus according to Fig. 2. It means that
key resource pages are likely to be ”non-FILE” type. Key resource pages have
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Fig. 2. URL-type distributions of key resource training set and .GOV

URLs ending with ”/” or ”index.html” because their authors usually use them
as index pages for web sites.

The statistics also show that not all key resource pages are ”non-FILE” URL-
type. In fact about half of them are FILEs. NIH marijuana site entry page can
be taken for example: It is a key resource for topic ”marijuana”, but its URL
www.nida.nih.gov/drugpages/marijuana.html is obviously ”FILE” type.

Document Length. Average document length (also referred to as page length)
of key resource pages is 9008.02 words; it is quietly close to that of the .GOV
pages (8644.62 words).
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Fig. 3. Page length distributions of key resource training set and .GOV, the category
axis represents ”document length” in K words

The distributions in document length of .GOV and key resource pages are
compared in Fig. 3. The figure shows that two page sets have similar distribution
of page length, except that key resource page length would not be too short. Only
1.12% of key resource pages are shorter than 1000 words. While in ordinary
pages, the percent is 16.00%. It means that pages with too few words cannot be
key resource pages. This feature can be applied to reduce redundancy in the key
resource page set.
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3.2 New Features Involving In-Site Out-Link Analysis

In-site out-links of a certain Page A are links from A to other pages in the site
where A is located. For example, the hyperlink from AIRS 2004 homepage to
AIRS 2004 call for paper page is an in-site out-link of the former page. The link
is located in the former page and is at the same time an in-link for the latter
one.

In-Site Out-Link Number. Key resource pages have the function of linking
to other informative pages of the same site. The function is like entry page’s
”navigation function” described in Craswell et al [11]. Key resources need more
in-site out-links to finish the navigation function according to the statistics in
Fig 4. Average in-site out-link number of key resource set is more than 37 com-
pared with that of less than 18 in ordinary page set.
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Fig. 4. In-site out-link number of key resource training set and .GOV. The category
axis represents in-site out-link anchor number

A large number of in-site out-links is given to one key resource page, so it can
connect directly to these informative pages in its site/sub-site. Further analysis
in Section 4 shows that this attribute doesn’t work as effective as in-degree and
URL-type in pre-selection process, however, it helps separate key resource pages
where traditional features fail.

In-Site Out-Link Anchor Rate. Key resource pages’ in-site out-link anchors
can be regarded as a brief review of the other pages’ content in the same site. For
a certain page A, in-site out-link anchors are anchors describing links from A to
other pages in the same site/sub-site as A. In-site out-link anchors are located
on A; that is quite different from in-link anchors which are frequently used in
content analysis.

In-site out-link anchor rate is defined as:

rate =
WordCount(in − site out − link anchor text)

WordCount(fulltext)
. (1)
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Fig. 5. In-site out-link anchor rate of key resource page training set and .GOV. The
category axis represents in-site out-link anchor rate

According to Fig. 5, key resource training set has more pages with a high
rate. It can be explained by the fact that key resource pages are always index
pages for a site/sub-site. They are representatives of sites and in-site out-link
anchors work as a summary of these sites’ other pages. So one key resource page
should have lots of in-site out-link anchors to introduce its site and its in-site
out-link anchor rate is reasonably high.

This feature’s distribution is similar with that of in-site out-link number.
There are less than 24% pages in .GOV with in-site out-link anchor rate over
0.1; the percentage is about 61% in key resource training set.

4 Key Resource Page Decision Tree

Decision tree learning is adopted to combine non-content features discussed in
Section 3. It is a method for approximating discrete-valued functions that is
robust of noisy data and capable of learning disjunctive expressions. We choose
decision tree because it is usually the most effective and efficient classifier when
we have a small number of features; it also provides us with a metric to estimate
feature quality in the form of information gain (ID3) or information ratio (C4.5).

ID3 algorithm proposed by Quinlan (referring to Mitchell [12]) is performed to
construct the decision tree. This algorithm uses information gain to decide which
attribute should be selected as the decision one for the root node of the decision
tree. Information gain is a statistical property that measures how well a given
attribute separates the training examples according to their target classification.

For this particular problem of selecting key resource pages, non-content fea-
tures with continuous values should be discretized in advance. Attributes range
should be partitioned into two or several intervals using a single or a set of
cut points (thresholds). One fixed threshold is chosen in our method and after
discretization process each non-content feature has boolean values.

According to ID3 algorithm described in [12], in-degree with the most infor-
mation gain should be chosen at the root node (cf. Table 1). Then the process
of selecting a new attribute and partitioning the training examples is repeated
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Table 1. Information gain with different attributes

Attribute Information gain

In-degree 0.2101
URL-type 0.1981
Document length 0.0431
In-site out-link number 0.0796
In-site out-link anchor rate 0.0988

 
 

Fig. 6. Key resource decision tree constructed with ID3

for each non-terminal descendant node, with only the examples associated with
the node.

In the construction process, non-content attributes are ranked by their infor-
mation gains while choosing the root node, as shown in Table 1.

In-degree and URL-type are good classifiers to separate key resources from
ordinary pages and their information gains are almost the same. Information
gain of document length is quite low, but according to Section 3.3 it can be used
to keep out redundancy.

The two features obtained from in-site out link analysis are important in
decision tree learning. Sub tree with these two features is used to select key
resources from the pages whose URL type are FILE and in-degree are less than
10. The percentage of such kind of pages in .GOV is 68.53%, and there are
29.38% of key resource pages among them. Without in-site out-link analysis, it
is impossible to get these key resource pages separated.
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When one example set is mainly composed of pages with the same target
attribute value or all attributes have been tested, the construction process ends.
Finally the decision tree shown in Fig. 6 is constructed. With this decision tree,
any page in .GOV page set can be judged whether it belongs to the key resource
set or not.

5 Experiments and Discussions

There are two methods to evaluate the effectiveness of key resource pre-selection.
First is the direct evaluation: if the result set selected by the decision tree cov-
ers a large number of key resources with a small set size, pre-selection can be
regarded as a success. Second, topic distillation on the result set should get high
performance although the set size is smaller than the whole page set: It is called
indirect way of evaluation. Both direct and indirect evaluations are involved in
our experiments.

5.1 Training Set and Test Set

The key resource page training set is based on relevant qrels given by TREC
2002’s topic distillation task. The task is to find key resource pages for certain
topics but there may be several high-quality pages from one single web site.
According to a better key resource definition in TREC 2003, we use entry page
to represent all pages in this kind of high-quality site/sub-site.

For example, the entry page of ORI scientific misconduct sub-site whose URL
is http://ori.dhhs.gov/html/misconduct/casesummaries.asp is used to replace all
qrels from the same sub-site for the topic ”scientific research misconduct cases”
(Topic No. 559). Because it is the entry page of the site and it has in-site out-links
to the following relevant qrels:

http://ori.dhhs.gov/html/misconduct/elster.asp
http://ori.dhhs.gov/html/misconduct/french.asp
http://ori.dhhs.gov/html/misconduct/hartzer.asp
(another 21 qrels from the same site are omitted here)

TREC 2003’s topic distillation task is to find as many key resource site entry
pages as possible. The task’s 50 queries are from log analysis of web search
engines and NIST gets credible qrels with pooling technology. The topics and
relevant qrels are directly used as the test set.

5.2 Key Resource Coverage of the Result Set

When fixed threshold values vary in the discretization process described in Sec-
tion 4, result sets with different size and key resource coverage are built corre-
spondingly. Statistics of several result sets are shown in Fig. 7, from which two
important conclusions can be drawn:



Effective Topic Distillation with Key Resource Pre-selection 137

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Set1 Set2 Set3 Set4 Set5

Key Resource Testing Set in the Result Set
Key Resource Training Set in the Result Set
Result Set in .GOV

 

Fig. 7. Key Resource coverage and the result set size

1. With the decision tree constructed in Section 4, it is possible to cover about
70% test set pages (key resource pages) with about 20% of .GOV size. The
result set can cover a high percentage of key resources with a small amount
of pages because non-content features which we adopt are fit for the job
of selecting key resources. There are still about 30% key resource testing
set pages which the result set doesn’t include. It means the up-limit of this
key resource pre-selection method is about 70%. However, topic distillation
performance is less than 13% with the measure of precision at 10 currently
according to TREC 11 and TREC 12 reports[5][6]. The up-limit doesn’t
depress the performance too much.

2. Key resource coverage increases with the key resource set amount. It is ob-
vious that 100% coverage is got with the result set equaling .GOV, so there
must be a trade off between the result set size and key resource testing set
coverage.

5.3 Topic Distillation on the Key Resource Set

Experiments in this Section are based on a key resource set with 24.89% pages in
.GOV and 73.12% key resources (Set 4 in Fig. 7). BM2500 weighting and default
parameter tuning described in[14] are performed in all experiments. Topics and
relevant qrels in TREC 2003 topic distillation task are used for testing. In-link
anchor retrieval is evaluated together with full text retrieval both on .GOV
corpus and on the key resource set, because in-link anchor proves to be an
effective source for topic distillation in [6]. These results are also compared with
TREC 2003 best run to validate effectiveness of our method in Fig. 8.

In-link anchor retrieval performs much better than full text retrieval on .GOV
(46% improvement in R-precision and 42% in P@10). It accords with the previ-
ous conclusion by Craswell et al[11] that BM25 ranking applied to link anchor
documents significantly outperforms the same ranking method applied to doc-
ument content. However, even anchor text retrieval on .GOV gets much worse
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Fig. 8. Text retrieval on .GOV and Key resource set compared with TREC 2003 best
run, GF : Full text of .GOV corpus, GA: In-link anchor text of .GOV corpus, KF : Full
text of Key resource page set, GA: In-link anchor text of Key resource page set, T :
Best run in TREC 2003 web track

performance than TREC 2003 best run. It can be explained by the fact that
these results don’t make use of any kind of non-content information.

Fig. 8 also proves that retrieval on key resource site get much better perfor-
mance than that on .GOV. Similar with retrieval results on .GOV, anchor text
retrieval on key resource set outperforms full text retrieval by about 35% in both
evaluation metrics. However, from Fig. 8, we can see both full text and anchor
text retrieval gain much progress on key resource set. Anchor text retrieval on
key resource set achieves almost the same ranking as TREC 2003 best run (cf.
Table 2).

These experiments are not biased towards the key resource pre-selection
method. TREC 2003 topic distillation topics and relevant qrels are not used for
training in any way. BM2500 ranking based on link anchor of the key resource
set gets the 2nd highest R-precision and 4th highest Precision at 10 according
to TREC 2003 topic distillation task results. Further improvement is expected
if better stemming and parameter tuning technology are introduced.

Table 2. Anchor text retrieval on different data set compared with TREC 2003 topic
distillation best results

Evaluation metric Precision at 10 R-Precision

Whole page set 0.0680 0.1050
Key resource page set 0.1200 0.1562
Best run in TREC 2003 (highest P@10)[6] 0.1280 0.1485
Best run in TREC 2003 (highest R-precision)[6] 0.1240 0.1636
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The key resource set works well with only 20% amount of the whole page
set. It proves that key resource set has included a large number of high quality
pages. This set can be used for topic distillation instead of the whole page set.

6 Conclusions and Further Work

In this paper, an effective topic distillation method with key resource pre-selection
is proposed. Experiments prove that information retrieval on this pre-selected
key resource page set gets much better performance than that on the whole
collection. We can conclude that:

1. A small sub-set of web pages which contains most key resource pages can be
built with key resource pre-selection technology. This sub-set contains only
about 20% of the whole collection, but covers more than 70% key resources.

2. Decision tree learning is fit for the job of selecting key resources using non-
content features. ID3 also provides us with a credible metric of non-content
feature effectiveness.

3. Pre-selection of key resource pages works well for topic distillation according
to experiment results. Full text retrieval on key resource page set gets more
than 60% improvement comparing with that on the whole collection. Anchor
text retrieval works as well as TREC 2003’s best run on this sub set.

This research may help web search engines to index fewer pages without
losing performance in topic distillation. It can also be used to evaluate web page
quality query-independently based on whether it is a key resource or not.

However, a great many aspects of the key resource set are to be investigated
in future work: Will we get better results if existing link analysis methods such
as HITS and PageRank are performed on this set? In-site out-link analysis has
proved effective in key resource selection, how well does retrieval on in-site out-
link anchor instead of in-link anchor in the key resource set? Is it possible to find
the best trade off point between key resource set size and key resource coverage?
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Abstract. Traditional PageRank algorithm suffers from heavy compu-
tation cost due to the huge number of web pages. In this paper, we
propose a more efficient algorithm to compute the pagerank value for
each web page directly on the same out-link groups. This new algorithm
groups the pages with the same out-link behavior (SOLB) as a unit. It is
proved that the derived PageRank is the same as that from the original
PageRank algorithm which calculates over single webpage; while our pro-
posed algorithm improve the efficiency greatly. For simplicity, we restrict
the group within a directory and define metrics to measure the similar-
ity of the pages in same out-link behavior. We design the experiments
to group from 0.5 liked to exact SOLB pages; the results show that such
group offers similar rank scores as traditional PageRank algorithm does
and achieves a remarkable 50% on efficiency.

1 Introduction

Link analysis techniques [4, 7] have received many attentions these years in the
field of Web Search. The modern searching engines need to sort the search result
and offer personalized search service with the help of link analysis algorithms.
One of the most used link analysis algorithm is the PageRank algorithm, which is
proposed by Brin and Page [7] in 1998. The PageRank algorithm used a random-
surfer model to simulate the users’ browsing behavior. It can also be explained
as a Markov Chain. The principal eigenvector of the Markov probability matrix
is considered to be the rank score of web pages.

In practice, the power method [3] is the basic idea for page rank score compu-
tation of the search engines [7]. This is also the convenient method for comput-
ing the principal eigenvector of large-scale matrices. However, it is still a time
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consuming task, due to the huge amount of pages in the growing world wide
web. The search engines need a even quicker PageRank computation method for
fresher rank score, as well as the personalized PageRank computation [7, 8].

Some PageRank acceleration algorithms have been proposed in recent years.
From the viewpoint of numerical analysis, Arasu[1] suggested that using itera-
tive methods, like Gauss-Seidel method[3] and SOR (successive over-relaxation)
method[3], on the PageRank computation. Those methods fail to exploit the
structure information of web graph. Meanwhile, these algorithms require fairly
amount of operations on the matrix elements, and are not practical for web
search engine.

Kamvar et.al proposed the BlockRank algorithm[8],which computes the local
rank score of each block and the rank score of each block individually. Each page’s
rank score is weighted by the block score of their nested block and the weighted
rank score vector is defined as the start point in the iterative power method. The
algorithm take advantage of block structure information, however, they need the
power iteration on the whole graph. Furthermore, the web has more attributes
to be exploited. Recently, Yizhou and Benyu et.al proposed the PowerRank
algorithm[9] in which several graphs are constructed in different granularity of
the original web graph (pages, hosts, domains . . . ). The rank score vector in
the thicker graph is filtered and expanded to the thinner graph according to
the rank score and a global rank score vector obtained with the combination of
them. Such algorithm is a framework to make use of the hierarchy structure and
the power-law distribution [5] of the web graph, which offers a little different
result to that of the PageRank algorithm’s.

In this article, we mined the web graph’s implicit attribute on page’s SOLB
(same out-link behavior) character. We call two pages Pi, Pj are SOLB pages,
if any other page P is always both page Pi’s and page Pj ’s out-linked page. The
relationship between PageRank algorithm and the SOLB character follows the
theorem: ”If clustered the SOLB pages of a web graph and performed the PageR-
ank algorithm on such granularity graph, the rank score of each cluster is equal to
the sum of its nested pages’ rank score. Mathematically, pr(C) =

∑
P∈C pr(P ).

Thus using same out-link groups as computation units will not reduce the accu-
racy of PageRank algorithms but can greatly improve the efficiency.

To reduce the computing complexity of clustering SOLB pages in the whole
web, we make a restriction that only the SOLB pages within the same directory
will be clustered. The reason is also because the fairly amount of the links within
the same directory can be regarded as noise or spam link. With the restriction,
we make a trade-off between the computing complexity and the scale reduction.
Meanwhile, we introduce two measurements (the cosine similarity and the set
similarity) for the similarities between the pages’ out-link behavior. In our ex-
periment, we cluster from 0.5 liked SOLB pages to exact SOLB pages in each
directory. The experimental results show that the iteration computing on the
same out-link group offers a remarkable more than 50% acceleration. The rank
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score vector is very similar to the PageRank score vector even the threshold set
to 0.5 (measured by the L1-norm1 ).

The rest of this article is organized as follows. Section 2 will firefly introduce
the PageRank algorithm. Section 3 will give out the detailed descriptionof our
theorem. The design and results of our experiments are presented in the section
4. We make a conclusion in section 5.

2 Preliminary and Related Works

The PageRank algorithm simulates user’s behavior of browsing web pages. With
probability c, user randomly selects a link from current page and jump to the
page it links to; with probability 1 − c the user jumps to a web page uniformly
and at random from the collection. The rank score of a web page is defined as
the probability a user is browsing the page at long enough time. This model
defines a Markov chain on the web graph, with the transition matrix,

M = cA + (1 − c)E .

Here, the value of Aij is zero if the ith page has link to jth page; is 1
outDegree(i) ,

if the ith page has no link to jth page. E is a uniform probability matrix with
all element is 1

N(P ) (N(P ) is the number of pages in the collection). The rank
score vector pr of all collected pages is happened to be the static transition
probability vector. Its computing follows the iterative format:

prn+1 = MT prn . (1)

This iteration converges to the principal eigenvector of matrix MT .

2.1 BlockRank

Suppose the web can be split to K blocks that index by the upper case characters
I, J,. . . Ignored the links between blocks, each block can be treated as a graph.
The local rank score vector prI is the static transition probability vector of
markov chain defined on Block I. The obtained local rank scores are used to
weight the edges between blocks, while calculating the block’s importance. The
relation between block I and J follows: BIJ =

∑
i∈I,j∈J Aij · pri .

If define L to be N(P ) × K matrix, whose column are local rank vector lJ .
And Define S to be N(P ) × K matrix that has the same structure as L, but all
non-zero element replaced by 1:

L =

⎛

⎜⎜⎜⎝

pr1 0 · · · 0
0 pr2 · · · 0
...

...
. . . 0

0 0 · · · prK

⎞

⎟⎟⎟⎠ .

Then we have B = LT AS.

1 L1-norm ‖x‖1 of vector x = (x1, x2, . . . , xn) is defined as: ‖x‖1 =
∑n

i=1 |xi|.
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And the transition matrix of the block graph follows: Mblcok = cB + (1 −
c)Eblock . The block importance follows: prn+1

block = MT
blockprn

block . And the ap-
proximated global PagaRank vector, can be obtained from the block importance
and each block’s local rank vector: prapproximated(j) = prJ(j) ·prblock(J) , which
is the start point of PageRank algorithm in the step 4 of BlockRank[8].

We notice the original BlockRank adopt Eblock as a uniform transition matrix
with same dimension as B, any elements in Eblock is equal to 1

K . It means user
will jump to other block with uniform probability 1-c. But, intuitively, the block
level transition probability of a random surfer should be related with the block’s
size. Thus, we suggest matrix Eblock should be obtained by ”zipping” matrix
A corresponding to the size of blocks. It is, Eblock = ST AS instead of uniform
matrix with all element 1

K .

2.2 PowerRank

The theorem in [9] reveals, in the original PageRank algorithm, the low-ranked
pages are likely to be pages with less in-links. Because of the power-law attribute
of the web, which is experimentally proved by lots of paper [2, 5, 6], there are
great mount of such pages in the whole web. That indicates the PageRank scores
can be taken as guideline to prune less in-linked pages from the web.

Furthermore, experimently, they found the power-law attribute exists in each
granularity of the web. The rank score on each granularity can also guide the
pruning process. Based on those, they designed the PowerRank, a multi-
granularity algorithm, corresponding to the web’s hierarchy structure. The pseu-
docode of the algorithm is described as:

Input: [Graph(1), ... , Graph(k)];
M(1) = AdjacencyMatrix(Graph(1));
For i = 1 : k-1

[HighRankId(i), LowRankId(i)] = DetectLowRank (M(i), a%);
M(i+1) = expand (HighRankId(i), Graph(i+1));
M’(i) = expand (LowRankId(i), Graph(i+1));
LocalRank(i) = PageRank (M’(i));

End for
R(k)= PageRank (M(k));
For i = k-1 : 1

R(i) = combine (LocalRank(i), R(i+1));
End for
PR = R(1)

Algorithm 1: Pesudocode of the PowerRank algorithm

3 Theorem Result

First, we give the explanation of the symbols used in the following proof which
would be helpful for clear expressions and better comprehension.
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3.1 Notations

We use the upper case of character ’C’ to denote the SOLB pages’ cluster, and
the upper case ’P ’ to denote the page. The ”pr” denotes the PageRank score
vector, and the superscript of it denotes the iteration number for computing this
vector. The notation ’A’ is used for the adjacency matrix. We append ”zip” on
the subscript of those symbols, if they are corresponding to the clustered web
graph. ”Zip” is also the name of one famous compression software. We adopt
this term to illustrate the dimensions of adjacency matrix and rank score vector
are reduced after SOLB pages clustered.

The more detailed symbols definitions are listed in the table 1 and table 2.

Table 1. Symbols in the Pages and Directories denotation

Notations Explanation

N(P ) Number of pages in the web graph
N(C) Number of Clusters of SOLB pages in the web graph
Ci, i = 1, . . . , N(C) ith Cluster in the graph
ni Number of pages in ith Cluster
P x

y yth page in the xth cluster
P j

1 , . . . , P j
nj

nj pages in the jth Cluster Cj

Sj
k Out-Linked pages set of page P j

k , {P x
y |out-linked pages by P j

k}
‖Sj

k‖ Number of pages in setSj
k

Table 2. Symbols in the PageRank Computation

Notations Explanation

prn nth PageRank score vector
prn

zip nth zipped PageRank score vector(Cluster Rank score vector)
prn(P x

y ) PageRank Score of Page P x
y in the nth iteration

prn
zip(Cj) Rank score of Cluster Cj in the nth iteration

A Adjacency matrix of the web graph
Aczip Column dimension of A is reduced corresponding to the Clusters
Azip Column and the row dimensions of A are reduced
A(:, {j

t}) The column in the matrix A correspond to the page P j
t

Aczip(:, {j
t}) The column in the matrix Aczip correspond to the page P j

t

M(:, {j
t}) The column in the matrix M correspond to the page P j

t

Mczip(:, {j
t}) The column in the matrix Mczip correspond to the page P j

t

Mzip(:, Cj) The column in the matrix Mzip correspond to the cluster Cj

3.2 The Rank Scores of the Aggregated Clusters

Suppose we have clustered SOLB pages in the web graph, then we have N(C)
clusters ,Ci, i = 1, . . . , N(C). As the definition of the SOLB attribute, if a
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page P j
s in cluster Cj , s ∈ {1, . . . , nj}, links to one page P x

y , then for all s ∈
{1, . . . , nj}, P j

s links to the page P x
y . Hence, ‖Sj

1‖ = ‖Sj
2‖ = . . . = ‖Sj

nj
||, and we

define this uniform value as ‖Sj‖.And P j
1 , . . . , P j

nj
have same value of matrix en-

try A(:, l) for all l = 1, . . . , N(P ). That is, A(P j
1 , l) = A(P j

2 , l) = . . . = A(P j
nj

, l),
for each column l. Specially, if P j

1 links to P x
y , A(P j

1 , P x
y ) = A(P j

2 , P x
y ) = . . . =

A(P j
nj

, P x
y ) = 1

‖Sj‖ .

We can reduce the column dimension of the original matrix, corresponding
to the cluster Ci, i = 1, . . . , N(C). Similarly, we can reduce row dimension of
Aczip. We sum link weight from Cj to P i

t , (all page in the cluster Ci), to be the
link weight from Cj to Ci. For example, if each page P i

t in the cluster Ci has
links from Cj , then the element (Ci, Cj) of Azip is ni

‖Sj‖ :

Aczip :
P i

1 · · · P i
ni

...

...
Cj

→

→

⎛

⎜⎜⎜⎜⎜⎝

· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
· · · ...

...
... · · ·

· · · 1
‖Sj‖ · · · · · · · · ·

· · · · · · · · · · · · · · ·

⎞

⎟⎟⎟⎟⎟⎠

Azip :
Ci · · · · · ·

...

...
Cj

→

→

⎛

⎜⎜⎜⎜⎜⎝

· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
· · · ...

...
... · · ·

· · · ni

‖Sj‖ · · · · · · · · ·
· · · · · · · · · · · · · · ·

⎞

⎟⎟⎟⎟⎟⎠

The dimension of uniform probability matrix E is also reduced with the
same pattern. We denote cA + (1 − c)E as M , cAczip + (1 − c)Eczip as Mczip,
cAzip + (1 − c)Ezip as Mzip . Then we have:

Theorem. If clustering the SOLB pages in the web graph, and combining the
pages’ link to be the cluster link, the PageRank on this granularity follows:

prn+1
zip = MT

zipprn
zip . (2)

The iterative process converges, and the rank score of cluster Ci, PR(Ci), is
equal to the sum of pages’ rank score in it, that is pr(Ci) =

∑ni

t=1 pr(P i
t ) .

To prove it, we give out a lemma firstly.

Lemma. After each iteration of original PageRank, prn+1 = MT prn, we sum
the rank score of pages in each cluster Ci as Ci’s rank score. That defines an it-
eration representation for cluster rank score vector and it is same to the iteration
format (2).

Proof. Suppose P j
s , s = 1, . . . ,nj , is a page in the cluster Cj . Here, j=1,. . . ,N(C).

From the iterative format (1), we have the following nj equations.

prn+1(P j
1 ) = M(:, {j

1}) · prn (3)
. . .

prn+1(P j
nj

) = M(:, {j
nj

}) · prn . (4)



Efficient PageRank with Same Out-Link Groups 147

Suppose, in the nth iteration, the cluster’s score has been the sum of its
nested pages’ score. And because the pages in same cluster are SOLB pages, the
nj equations can be written as:

prn+1(P j
1 ) = Mczip(:, {j

1}) · prn
zip (5)

. . .

prn+1(P j
nj

) = Mczip(:, {j
nj

}) · prn
zip . (6)

In the n + 1 iteration, we have the following expression of cluster Cj ’s rank
score:

prn+1
zip (Cj) =

nj∑

t=1

prn+1(P j
t )

=
nj∑

t=1

Mczip(:, {j
t}) · prn

zip

= Mzip(:, Cj) · prn
zip (7)

The expression (7) reveals that, for the rank score vector of all clusters:
prn+1

zip = MT
zipprn

zip . ��
Proof of Theorem. It has been proved that the iterative format (1) is converged.
That is, for any ε > 0, if n is large enough, ‖prn+1 −prn‖1 < ε. From the above
lemma, which defined an iterative format same to (2), we know , for any ε > 0, if
n is large enough, ‖prn+1

zip −prn
zip‖1 < ε. The format (2) converges. Furthermore,

from the construction of the new iterative format in the above lemma, we know
that the rank score of cluster Ci, pr(Ci), is equal to the sum of its nested pages’
score. That is pr(Ci) =

∑ni

t=1 pr(P i
t ). ��

3.3 Distribute Clusters’ Scores to SOLB Pages

In this section, we defined a matrix-vector multiplication format to obtain the
pages’ rank score, after we have computed the directory’s rank score. Firstly, we
review the formula for single page P j

s ’s PageRank computation.
From the equation (5) - (6), the PageRank score of page P j

s , in the nth
iteration, follows:

prn(P j
s ) = Mczip(:, {j

s}) · prn
zip (8)

=
∑

k,Ck→P j
s

1
‖Sk‖ · prn

zip(Ck) (9)

s = 1, . . . , nj .

Here, on the expression (9), the term 1
‖Sk‖ represents the weight of links

from other cluster Ck to page P j
s which nests in the cluster Cj , while the term

prn
zip(Ck) represents the Rank Score of Ck in the nth iteration.
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From the expression (8), we can derive an equivalent vector-matrix expres-
sion:

prn−threshold = MT
czip · prn−threshold

zip . (10)

Here, n-threshold is the iteration number in computation. That means, after
an additional vector-matrix multiple operation, the Page’s Rank score can be
obtained.

3.4 Restriction and Relaxation

The graph, with all SOLB pages clustered, is called complete SOLB clustered
graph. If only parts of SOLB pages in the web are clustered, we call it the incom-
plete SOLB clustered graph. The result of PageRank computation on such graph
has similar character as on the complete SOLB clustered graph. A corollary of
the theorem in the section 3.2 supports that.

Corollary. On the incomplete SOLB clustered graph, denoted clusters as C ′
i, i =

1, 2, . . . , we have pr(C ′
i) =

∑
P ′

t∈C′
i
P ′

t . That is, the rank score of incomplete
cluster is also the sum of its nested pages’ original rank score.

This result is interesting and can be easily derived from the aforementioned
theorem. It reveals that we can constrict an incomplete SOLB clustered graph
and also obtain the exact rank result. To cluster pages just in the same directory
helps to reduce the computing complexity from O(N2) to O(mN). Here, N is
the scale of whole graph, m is the average page number in a directory.

Moreover, it is necessary to measure the similarity of same out-link behavior
between two pages. We introduce two measurements on pages’ SOLB: cosine
similarity and the set similarity. The cosine similarity defines on pages’ out-link
vector. If we have allocated each page a uniform id, the out-link vector V i of
the page Pi can be defined as:

V i(k) =
{

1 Pi → Pk

0 Pi �→ Pk
, k = 1, . . . , N(P ) .

Hence, the cosine based similarity can be defined as:

Sa(Pi, Pj) =
V T

i V j

‖V i‖ · ‖V j‖ . (11)

The set similarity measurement is based on the set’s operation. In short, if Si is
the set of out-linked pages by page Pi and ‖Si‖ denotes number of pages in Si,
the similarity between page Pi and Pj can be defined as:

Sb(Pi, Pj) =
‖Si ∩ Sj‖√‖Si‖ · ‖Sj‖

. (12)

With these measurements, we are able to relax ”SOLB” condition to ”SOLB
liked” condition. We can cluster more than 0.9 SOLB liked pages in the same
directory. Under those cluster thresholds, we follow the same formula (12) to
distribute rank score to the nested pages after the rank score of cluster obtained.
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4 Experiments

We perform experiments on a web data collection which contains about 80 mil-
lion web pages. To obtain a more connected graph, we selected several core pages,
and expand through the forward links and the backward links several times. Such
treated graph contains 5.3 Million pages, and about 0.7 Million SOLB pages.

With the aforementioned cosine similarity, we prepare two experiments to
show how the similarity threshold selection makes influence on the performance.
In the first experiment, the similarity for clustering SOLB pages is from 0.9 to 1,
with interval 0.01. In the second, the similarity is set from 0.5 to 1, with interval
0.1. For each experiment, we report the L1-norm of minus vector of the result
vector and the PageRank vector. (By [8], L1-norm can be the measurement for
the similarity of rank order. Smaller the L1-norm of minus vector, more similar
the two rank orders.) We also give charts to compare the computing time, in
which the time of original PageRank algorithm is set to 1.

4.1 Experiment Result

In the first experiment, we obtained 11 rank score vectors with different thresh-
old. From the Fig. 1 (a), the L1-norm of minus vector decrease while the threshold
increasing from 0.9 to 1. With the threshold 0.9, which graph is different to the
original graph, the L1-norm of minus vector is 3e-6. That means the result with
the threshold 0.9 is very near to the PageRank result, because the stop error in
our experiment is 1e-6.

The Fig. 1 (b) is the comparison of computing time with same threshold.
If the threshold sets to 0.9, our algorithm saves 10% computing time than the
PageRank. The computing time increases while the threshold increased. If the
threshold set to 1, our algorithm saves 7% computing time than PageRank.
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Table 3. SOLB illustration - a site of lyrics collection

URL

www.lyricalline.com/writeandwrong/songs/mr2.html
www.lyricalline.com/writeandwrong/songs/nc5.html
www.lyricalline.com/writeandwrong/songs/bsc1.html
www.lyricalline.com/writeandwrong/songs/cws1.html
www.lyricalline.com/writeandwrong/songs/jam1.html

We obtain 6 rank score vectors in the second experiments. With smaller
similarity threshold, the Fig. 2 give their L1-norm distance to the PageRank
score vector and the computing time for obtaining them.

In the Fig. 2 (a), if the threshold is 0.5, the L1-norm of minus vector is 0.8e-3;
while the threshold is 1, the L1-norm of minus vector is 1.7e-6. Here, the stop
error of experiments II is set to 1e-6 and those L1-norms also decrease while the
similarity threshold increases.

Table 4. SOLB illustration - structured web data

URL

http://nucleus.cshl.org/worldpac/eng/r000002/r001323.htm
http://nucleus.cshl.org/worldpac/eng/r000002/r001646.htm
http://nucleus.cshl.org/worldpac/eng/r000002/r001700.htm
http://nucleus.cshl.org/worldpac/eng/r000002/r001703.htm
http://nucleus.cshl.org/worldpac/eng/r000002/r001924.htm

The computing time with threshold 0.5 is less than 55% of PageRank. Es-
pecially, if the threshold is 0.8, the L1-norm of minus vector is 5e-5 which is
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Table 5. SOLB illustration - unskilled web site

URL

www.putuo.sh.cn/socialservice/sqfw/0301a07.htm
www.putuo.sh.cn/socialservice/sqfw/0401a04.htm
www.putuo.sh.cn/socialservice/sqfw/0601a01.htm
www.putuo.sh.cn/socialservice/sqfw/0701b22.htm
www.putuo.sh.cn/socialservice/sqfw/0701b27.htm

very near to the stop error 1e-6 and the computing time is about 65% of PageR-
ank. Also, from the Fig. 2 (b), the computing time increases with the threshold
increasing.

4.2 Case Study

We will give three examples sites in our data set to illustrate how SOLB pages ex-
ist in the web graph. The first illustration comes from the site:
www.lyricalline.com. These pages provide lyrics and enable people to critique
them. In each page, the lyric occupy the main space of the page, and two links
link to the critique page.

The second illustration is catalog of a digital library: ”http: //nucleus.cshl.org/
worldpac/eng/wphome.htm”. In the page of each entry of the catalog, it is just
have three links from help page, home page, and the anchor in the top of this
page. Furthermore, the SOLB pages widely exist in early digital library sites,
or the manually maintained sites in scientific field, such as the netlib reposi-
tory.2

We also find the SOLB pages in the site constructed by less skilled designer.
The web site, of the social service of Putuo district, Shanghai, ”http: // www.putuo.
sh.cn /socialservice/ index0.htm”, is an example. Pages in the site have just one
link to the home page, and the left space filled with the text information.

5 Conclusion

We find a theorem result on the web graph’s implicit attribute: clusters of SOLB
pages. Taken the clusters as computing units, we can efficiently improve the
PageRank computation. We also define metrics to measure the similarity of
pages in same out-link behavior. The experimental results show that, even if we
cluster the 0.5 liked SOLB pages, the rank result is very near to the original
PageRank and the required computing time is reduced to 50% of the original.

The work was done in Microsoft Research Asia. Thank to the abundant web
data they offered.
2 http://www.netlib.org
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Abstract. The PageRank algorithm, used in the Google Search Engine,
plays an important role in improving the quality of results by employ-
ing an explicit hyperlink structure among the Web pages. The prestige
of Web pages defined by PageRank is derived solely from surfers’ ran-
dom walk on the Web Graph without any textual content consideration.
However, in the practical sense, user surfing behavior is far from random
jumping. In this paper, we propose a link analysis that takes the tex-
tual information of Web pages into account. The result shows that our
proposed ranking algorithms perform better than the original PageRank.

1 Introduction

Most of search engines have tried some form of hyperlink analysis because it
significantly improves the relevance of search results. The two best-known algo-
rithms that perform link analysis are HITS [10] and PageRank [2]. The latter,
used in Google, employs the hyperlink structure of the Web to build a stochastic
irreducible Markov chain with a transition matrix P. The transition matrix was
built on the assumption that a ”random surfer” who is given a Web page at
random and keeps clicking on successive links, never hits ”back” but eventually
gets bored and starts on another random page. The irreducibility of the chain
guarantees that the long-run stationary vector , known as the PageRank vector,
exists. The calculated PageRank vector is then used to measure the importance
of Web resources. From the standpoint of the PageRank algorithm, the regular
PageRank of a page can be regarded as the rate at which a surfer would visit
that page. The PageRank model is based only on the hyperlink structure with-
out considering the textual information that is carried along the edge between
connected pages, and the transition probability from a given page to its outgo-
ing links is weighted with equal chance. The transition probability might become
more accurate if we consider some practical aspects of human search behavior.
We might describe it as follows: a user goes somewhere based on his interests.
He arrives there and begins thinking about the displayed content. He may find
some content of interest that is somewhat similar to what he is looking for,
but that still does not satisfy his requirements based on some textual informa-
tion in the page. Therefore, the user will continue searching. Where will he go?
The information obtained through reading a page and the literal information

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 153–164, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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of outgoing links will help the user weight further options because additional
searching might provide a more literal match between the words in the user’s
mind and the words on the page. Therefore, we propose to modify the underly-
ing Markov process by giving different weights to different outgoing links from a
page based not only on the hyperlink structure but also the textual clues on the
Web graph. The intuition here is that inbound links from pages with a similar
theme to a more significant influence on its PageRank than links from unrelated
pages. Although such considerations have been discussed by some researchers,
an actual system and its experimental results have not been reported yet. In this
paper, we propose a link analysis model that combines the literal information
resources extracted from Web pages themselves with the hyperlink structure for
calculating the query-independent page importance. This paper is organized as
follows: Section 2 will introduce the PageRank algorithm and its several varia-
tions. We propose our algorithm in Section 3. Experiment results and analysis
are presented in Section 4. Lastly, we present our conclusions in Section 5.

2 PageRank and Its Variations

First, let us make a brief observation about Google’s PageRank algorithm. Imag-
ine a Web surfer jumps from Web page to page, choosing with uniform proba-
bility which link to follow at each step. In order to reduce the effect of dead-end
or endless cycles, the surfer will occasionally jump to a random page with some
small probability d, or when the page has no out-links. To reformulate this in
graphic terms, consider the web as a directed graph, where nodes represent web
pages, and the edges between nodes represent links between web pages. Let N be
the number of verticals on the Web graph, Fi be the set of pages i links to, and
Bi be the set pages which link to page i. If averaged over a sufficient number of
steps, the probability the surfer is on page j at some point in time is given by the
formula: PR (j) = (1 − d)/N + d × ∑

i∈Bj

(PR (i)/|Fi|). The PageRank score for

page j is denoted as PR(j). Because the equation shown above is recursive, it
must be iteratively evaluated until PR(j) converges. Typically, the initial distri-
bution for PR(j) is uniform. PageRank is equivalent to the primary eigenvector
of the transition matrix A:

A = (1 − d)
[

1
N

]

N×N

+ d × M, M =

{
1/|Fi| there is an edge from i to j

0 otherwise
.

Note the original PageRank is based on purely explicit link structure among
Web pages, and the assumption that outgoing links from a page are equally im-
portant when calculating the transition probability is naive. Two kinds of rep-
resentative approaches for the integration of themes in the PageRank technique
have been proposed recently: On the one hand, the ”intelligent surfer” intro-
duced by Matthew Richardson [12] and on the other hand the topic-sensitive
PageRank proposed by Tather Haveliwala [7]. M. Richardson and P. Domingo
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employ a random surfer model in order to explain their approach to the imple-
mentation of themes in the PageRank technique. Instead of a surfer who follows
links completely at random, they suggest a more intelligent surfer who, on the
one hand, follows only links which are related to an original search query and,
on the other hand, after ”getting bored”, only jumps to a page which relates to
the original query. Thus, an ”intelligent surfer” only surfs relevant pages that
contain the term of an initial query. To model how ”intelligent” behavior of a
random surfer influences PageRank, every term occurring on the Web has to
be processed through a separate PageRank calculation, and each calculation is
solely based on links between pages that contain that term. Apparently, comput-
ing time requirements are indeed a serious issue with this approach after viewing
”intelligent surfer PageRank”. The approach of Taher Havilewala seems to be
more practical for actual usage. Similar to Richardson and Domingos, Havile-
wala also suggests the computation of different PageRanks for different topics.
Compared with ”intelligent surfer PageRank”, the Topic-Sensitive PageRank
does not consist of hundreds of thousands of PageRanks for different terms, but
rather of a few PageRanks for different topics. Topic-Sensitive PageRank is based
on the link structure of the whole Web, according to which the topic sensitivity
implies that there is a different weighting for each topic. However, there are two
serious limitations in Haveliwala’s work on Topic-Sensitive PageRank. One is
that the computation of PageRank for topics in the Web is very costly and the
other is that it is difficult to determine what the ”topic” of a search should be.
Having a Topic-sensitive PageRank is useless as long as one does not know in
which topics a user is interested in.

3 Our Approach

In this paper, we concentrate on investigating a way to take the textual infor-
mation of Web pages into account for link analysis with a more accurate Markov
transition model. Hyperlinks in a page might serve different roles. We divide the
hyperlinks in a page into two types, informative links and referential links. We
are interested in the links with a literal matching between pages (informative
links), because the purpose of such types of links is to point to similar, more
detailed, or additional information. As for the referential links, they are the links
in a page that have no literal matching with its target. Users surfing on those
referential links are conducting the same behavior as drawing an unseen ball
from an urn while the link transfer on those informative links are guided by a
literal matching with their corresponding target.

3.1 Virtual Document

One major challenge to our proposed model is how to introduce the appropriate
textual information units of Web pages for the literal matching function. It is well
known that the similarity measure of two connected pages using content might
fail to reflect the correct relationship between them due to the heterogeneous
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characteristics of unstructured Web pages. An IR system is purely dependent
on page content and this has proved to be weakness [13]. To avoid such problem
issues, an information unit, called a virtual document (VD), is generated for
Web pages. What is the VD? There may be several possible ways to define
VD. It is dependent on information processing tasks. The concept of the VD
was introduced by Glover [6], and they used VD for Web pages classifying and
describing task. In our approach, the VD of a given page is comprised of the
expanded anchor text (EAT) from pages that point to him and the title words
on the page itself. The definition is shown as follows:

AnchorText (i, j) : set of terms in and around the anchor of the link
from page i to j.
T itleText (j) : set of terms in the title tag of page j.
V D (j) : set of terms in the virtual document j.
V D (j) =

⋃
i

(AnchorText (i, j)) ∪ TitleText {(j)} .

The solid building method refers to three steps: At first, we create a link
text table that includes triple elements. . It represents that the page with to the
page with has description text (DT). The DT is extracted based on DOM tree
structure. The left and right sibling node with text properties of the anchor tag
”a” node and the text information under it are all extracted as the description
data. Considering the case that sibling node with text properties around an an-
chor tag node may be over several lines long and deviate from the main author’s
motivation due to poor page structure, in our experiment, only the text infor-
mation around the anchor tag within one phrase is kept as the description data
of anchor link. Next, we also extract text information of the title tag. Lastly, the
VD of are organized by the integrated textual information from all associated
description texts of its ingoing hyperlinks and title text of its own. Fig. 1 is a
sample illustration of a VD.

Features of Virtual Document. From the definition of the VD of a page,
the information resources that it contains is from the expanded anchor text of
pages that point to it and its title. Such combined resources make the VD share
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characteristics of both anchor and title. Recent studies [5][11] examined several
aspects of anchor text. They showed evidence that anchor text provides a sum-
marization of the target document within the context of the source document,
and the process of creating anchor text for document might be a good approxi-
mation of the type of summarization presented by users to search system in most
queries. As Eiron argued in his paper[5], a searching procedure may be looked at
as one way of building an optimized query formulation through an anchor text
collection. What is more, a page may have several ingoing links that all carry
descriptions about their own impression of that page. Such collective wisdom of
what the page is about is a useful implicit resource for characterizing the page.
As for the title information on a page, Jin, Haupmann, and Zhai[8] found that
document titles also bear a close resemblance to queries, and that they are pro-
duced by a similar mental process. Thus, it is natural to expect that both titles
and anchor texts capture some notion of what a document is about. Moreover,
the size of VD collection is much smaller than that of the total collected data.
Thus, processing it is much faster than processing the total document data.

Stopword Removal from VD Space. A collection of VD sets can be looked at
as a Web-based concept database. Just as an ordinary text database has certain
words that appear frequently such as ”the” and ”if”, so does a VD. In particular,
there are many commonly used words in VD such as ”click here” or ”home”,
or ”next”, and these types of terms will decrease the quality of a VD and have
a negative influence on the literal matching function. In our experiment, words
with an entropy [3][9] value larger than 0.65 (the maximum word entropy in our
experiment is 0.78, and the thresholds are set based on human judgment) are
regarded as Stopwords and it will be removed from the VD space. The entropy
calculating formula is as follows:

V DTF (w, j) = # {w|w ∈ V D (j)} ; P (w, j) = V DTF (w, j)
/

N∑
k=1

V DTF (w, k)

V DET (w) = −
N∑

j=1
P (w, j) logN P (w, j); V DTW (w) = 1 − V DET (w) .

where:N is the number of virtual documents in virtual document collection.

The rational for an entropy-based Stopword filter is that terms used in many
pages usually carry less information to users, and terms appearing in fewer pages
likely carry more information of interest.

Definition 1. Given an actual web page i, we have

Page (i) : set of terms in the content of page i.
tf (w, i) = # {w|w ∈ Page (i)} .
df (w) = # {i|w ∈ Page (i)} .
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Definition 2. Given a page p and its outgoing sets , the transition odds from
p to qk are determined by:

TranOdds (p → Sk)
= SIM IR (V D (Sk) , p) + SIM JACCARD (V D (p) , V D (Sk)) .
where :

SIM IR (V D (Sk) , p) =
{

TF • IDF
OKAP I BM25 .

SIM JACCARD (V D (p) , V D (Sk)) = |V D(p)∩V D(Sk)|
|V D(p)∪V D(Sk)| .

Homogeneity of Virtual Document. As we mentioned in Section 3.1, due to
the heterogeneous characteristic of unstructured Web pages, a general similarity
metric cannot capture the correct relationship between two connected pages.
Our intuition about the VD space tells us that the information resources in VD
are somewhat homogeneous. To test the homogeneity of VD, 100 Web pages
were selected randomly from the Web corpuses that satisfy the condition that
the length of their VDs was more than 18 words. The method used to measure
the homogeneity of a document was: we divided the document into two sections
and measured the similarity of the two sections to each other. Here we use the
cosine measure for the similarity metric. Fig. 2 plots the comparative results
of homogeneity between an actual document (AD) and its VD. The X-axis is
the document ID and the Y-axis is the angle between the vectors of the two
sections of its correspondent document. It shows clearly that the variation in
the two sections in its VD is much smaller than that of the actual page content.
The average angle between the two parts of the AD is around 64 degrees and
most points are above the average, whereas the average angle for VD is around
27 degrees, and most points are below the average. Such analyzed results are
consistent with our intuition. This homogeneous characteristic makes VD a more
reasonable information resource than actual page content for literal matching
calculations.

3.2 Algorithms

In this section we present formally how literal mining is combined with link anal-
ysis based on the Markov transition model in our approach. The main purpose
of us is to introduce a more accurate transition probability calculation method
for modeling actual user search behavior. Thus, we aim to assign a reasonable
link weights through literal information on the connected pages. In our intuition,
surfer behavior will be influenced by not only the suffer purpose but also the
page content that author wrote. We assume that a surfer prefers a relevant tar-
get. The mechanisms that define how a user chooses his target after viewing the
current page, on one hand, should in some way reflect how likely the surfer could
satisfy his need through the page being viewed, or indicate how much influence
on the surfer that page’s contents impose. When a user continues his search
(clicking), he does have a reasonable idea of what the activated page will looks
like. We assume that there is something present in the user’s mind (VD) about
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the destination page that they would like to visit. In our approach, the VD is
used to represent the user’s idea of the actual destination page. In addition, we
assume that information searching is a process that gradually approaches the
user’s desired outcome. Accordingly, user’s minds are somewhat consistent in
their searching path. Based on the above considerations, we propose two fac-
tors to evaluate the likelihood that a user will surf from p to Sk, denoted by:
TranOdds (p → Sk). The first factor is to measure how likely the VD of the ac-
tivated target page Sk can be generated from the page p being viewed, denoted
by: SIM IR (p, V D (Sk)). The higher the similarity between a page and the
VD of its target page, the more likely the surfer will accept the recommendation
from the page’s author. Most state-of-the-art similarity equations can be used to
calculate the similarity between p and Sk. In our experiment, OKAPI BM25 and
TFIDF schemes are performed. The second factor is to measure the similarity
between two connected VDs denoted by: SIM JACCARD (V D (p) , V D (Sk)).
This value is used to indicate the consistency of surfer’s view of two connected
nodes in the Web graph. Because the unique word list of a VD is usually short,
a set operation is feasible and an easy way to measure the similarity between
them. The relationship of computing elements in our algorithm is plotted in Fig.
3. Before introducing equations for calculating these two factors, we provide some
definitions (definition 1 and 2) that we will use in our approach. Hyperlinks in a
page might serve different roles. In our proposed link analysis model, we divide
the hyperlinks in page into two types, informative links, termed InforLink, and
referential link, termed as referLink. We are interested in the links with literal
matching between pages, because the purpose of such kind of links is to point
to similar, more detailed, or additional information. As for the referential links,
they are the links in a page that have no literal matching with its target. User
surfing on referential links are conducted the same behaviors as drawing a ball
from an urn while surfing on informative links are guided by the literal matching
with their corresponding targets. Based on the calculated values that indicate
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transition likelihood for all possible connections on a page, we can assign the
transition probability to them and regard them as the link weight in the Markov
chain. Then we can use the same processing method as the original PageRank to
calculate the principle eigen-vector of the transition Matrix. The link allocation
method is shown in the following equations. Parameter Υ is used for adjusting
the probability that the surfer tends to follow those links with literal matching
information. In this paper, the optional value of Υ will be determined by the
experiment.

PR (j) = (1 − λ) 1/N + λ
∑

i∈Bj

PR (i) prob (i → j) ,

B (i) : set of pages which link to page i;

LinkType (i → j) =
{

1, if : A ∧ B ∧ C
0, otherwise{

A : V D (j) �= ∅; B : Page (i) �= ∅;
C : {w|w ∈ (V D (j) ∩ Page (i))} �= ∅;

InforLink (i) = {j|LinkType (i → j) = 1} ,
referLink (i) = {j|LinkType (i → j) = 0} ,
F (i) = InforLink (i) + referLink (i) .

prob (i → j) =

⎧
⎪⎨

⎪⎩

γ × TranOdds(i→j)∑
k∈InforLink(i)

TranOdds(i→k)

(1 − γ) × 1
#referLink(i)

, γ = 0.7

where :
r : the probability that transition follows inf ormative link.

4 Experiment Results

We ran experiments on NTCIR 100G Web corpus [4]. There are 10,894,819 pages
in the crawled Web corpus. As for the link structure of the Web corpus, ”Bow
Tie” structure [1] is used to describe its graph features. Over 15 million nodes
expose the large-scale structure of the Web graph as having a central, strongly
connected core (SCC), a sub-graph (IN) with directed paths leading into the
SCC, a component (OUT) leading away from the SCC, and relatively isolated
tendrils attached to one of the three large sub-graphs. The statistical information
on the NTCIR Web corpus is shown in Fig. 4. The experimental steps are:
Firstly, SCC shown in Figure 4 was constructed based on the link structure of the
Web corpus. In our experiment, there are 5 million nodes extracted iteratively
from the Web graph, which is around 30 percent of the overall Web corpus.
Next, link analysis based on our approach and PageRank are both performed
on the SCC of the Web corpus. Nodes in the OUT sets of the Web graph are
processed iteratively based on the calculated page rank value of their source
nodes in the second step. Finally, around 7 million nodes obtained their page
rank value. We note that not all page entities in the Web corpus have their
own page rank value. There are around 3 million pages without page rank value
through link analysis. The reason is that not all Web pages of the nodes in the
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Web graph were downloaded into the page repository. The Web corpus that
we used in our experiment is just a simulated Web environment. To measure
the efficiency of our proposed link analysis, several evaluation experiments were
conducted. At first, query-dependent, full-text-based information retrieval was
conducted on the whole corpus. Only the top 1,000 return results of a given query
were extracted for evaluation. In the Web corpus, 778 relevant documents from
42 queries were provided for conducting general precision-recall evaluation of
information retrieval system. As we pointed out above, due to the incomplete link
structure of Web corpus, one-fourth of the pages in the Web repository has no its
correspondent page rank value. This leaves only 350 relevant documents from 38
queries left for the page sets that have page rank value. To make the comparison
experiment reasonable, we remove the pages that have no page rank value from
the result sets of the IR baseline. Therefore, all our evaluation experiments will
be performed only on the document sets that are all have a page rank value.

4.1 Original PageRank Versus Our Approach

Our first experiment was to perform a comparison between the IR precision
for those documents that are returned by content information retrieval based
on their original PageRank score and the IR precisions based on the score of
our proposed model. We choose Υ to be 0.7 from observing the behavior of our
system. To find the best literal matching model for link analysis, the comparison
experiments were performed among all possible matching schemes. The results
are figured out in Fig. 5. As we expected, Literal-Matching-Biased link analysis
all performed better than the original PageRank for both Ave. Precision-Recall
and R-precision among the top 10 return documents. In addition, we found that
the literal matching model using OKAPI-BM25 for with the factor together do
the best job. Therefore, the following experiments were performed based on this
literal matching scheme.

4.2 Direct Rank Comparison

Direct comparison experiments of the rank value for the right answer (relevant
file) in the results sets between PageRank and our approach were performed.
Among 350 relevant documents from 38 queries, we received 214 ”win”, 120
”fail”, and 16 ”equal”. The rough metric for win, fail and equal is defined as:

R : return document sets for a given query.
τ2 : document in R sort by original pagerank value.
τ3 : document in R sort by pagerank value of our approach.
τk (i) : rank of i in τk⎧
⎨

⎩

win : τ2 (i) > τ3 (i)
fail : τ2 (i) < τ3 (i)

equal : τ2 (i) = τ3 (i)
, i ∈ R.

To observe the different degrees clearly, the plot based on the summation of rank
difference, (τ2 (i) − τ3 (i)), of relevant files for each query is shown in Fig. 6. It
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shows clearly that the rank values based on our approach are less than those
of the original PageRank in most cases. From the results of this direct rank
comparison, we can deduce that our approach does make sense for achieving
more accurate page importance.

4.3 Ideal Re-ranking Experiment

Evaluating the usefulness of query-independent evidence in boosting search ef-
fectiveness is complicated by the need to combine the query-independent score
with a query-dependent score. There is a risk that a spurious negative conclu-
sion could result from a poor choice of the combining function. Accordingly, we
introduced an ideal re-ranking experiment, which is used to gauge the improve-
ment likelihood. The way that we use this here is: first, locate the right answer
(relevant file) in the IR baseline, and then compare the IR rank value with its
page rank value. If the IR rank value of the relevant file is smaller than the
page rank value, we will keep it as it was, but if the IR rank of relevant file is
larger than its page rank, we will make some adjustment based on the scheme
showed in figure 7. The lower rank boundary is the IR rank, and the upper
rank boundary is the PR rank. After this rank adjustment through our ideal re-
ranking method, the traditional IR precision-recall evaluation method was used
to compare their efficiency. Comparison results shows in Figure 8 and Table 1.
It is evident that the query-independent analysis (original PageRank) and our
approach, both boost search effectiveness significantly. Compared with original
PageRank, however, our approach does a good job on the lower recall and our
approach obtained 8.5 percent improvement at the lowest recall. Therefore, the
ideal re-ranking experiment results indicate that our proposed model promises
to determine more accurately the page importance on the Web.
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Table 1. Precision recall comparison results among our approach, Original PageRank
and IR baseline

Our approach Origina PR IR baseline
0 0.6467 ( +30.6% +8.5% ) 0.596 ( +20% +0%) 0.4949 (+0% +0%)

0.1 0.4955 ( +29.5% +5.3% ) 0.4703 ( +23% +0%) 0.3825 (+0% +0%)
0.2 0.3647 ( +30% +4.6% ) 0.3486 ( +24% +0%) 0.2813 (+0% +0%)
0.3 0.2113 ( +42% +2.3% ) 0.2065 (+39% +0%) 0.1482 (+0% +0%)
0.4 0.1645 ( +0.31% +1.0% ) 0.1628 (+30% +0%) 0.1252 (+0% +0%)
0.5 0.1298 ( +53% +3.2% ) 0.1257 (+49% +0%) 0.0846 (+0% +0%)
0.6 0.0826 ( +84% +2.4% ) 0.0806 (+80% +0%) 0.0448 (+0% +0%)
0.7 0.0529 ( +88% +2.3% ) 0.0517 (+84% +0%) 0.028 (+0% +0%)
0.8 0.0213 ( +222% +3.9% ) 0.0205 (+210% +0%) 0.0066 (+0% +0%)
0.9 0.0084 ( – -23% ) 0.0109 (+7.3% +0%) 0 (+0% +0%)
1.0 0.0075 ( – -9% ) 0.0083 ( – +0%) 0 (+0% +0%)

5 Conclusion and Future Work

In this paper, we proposed a unified model, which combines literal matching
with link structure analysis. We provide a sound mechanism for unifying literal
mining and link analysis for Web information retrieval. The experiment results
showed that our approach will potentially do a better job for the IR task than the
original PageRank. The future research that we plan to undertake is as follows:

– We are planning to do more investigation on the literal matching kernel used
in our approach.

– The LinkType(i → j) factor in our approach could be used later to distin-
guish more than just informative and referential links, and in particular, to
distinguish several subtypes of informative links.

– Finding an appropriate practical re-ranking scheme to evaluate the effective-
ness of our approach.
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Abstract. IR with reference corpus is one approach when dealing with relevant 
sentences detection, which takes the result of IR as the representation of query 
(sentence). Lack of information and language difference are two major issues in 
relevant detection among multilingual sentences. This paper refers to a parallel 
corpus for information expansion and translation, and introduces different rep-
resentations, i.e. sentence-vector, document-vector and term-vector. Both sen-
tence-aligned and document-aligned corpora, i.e., Sinorama corpus and HKSAR 
corpus, are used. The factors of aligning granularity, the corpus domain, the 
corpus size, the language basis, and the term selection strategy are addressed. 
The experiment results show that MRR 0.839 is achieved for similarity compu-
tation between multilingual sentences when larger finer grain parallel corpus of 
the same domain as test data is adopted. Generally speaking, the sentence-vector 
approach is superior to the term-vector approach when sentence-aligned corpus 
is employed. The document-vector approach is better than the term-vector ap-
proach if document-aligned corpus is used. Considering the language issue, 
Chinese basis is more suitable to English basis in our experiments. We also em-
ploy the translated TREC novelty test bed to evaluate the overall performance. 
The experimental results show that multilingual relevance detection has 80% of 
the performance of monolingual relevance detection. That indicates the feasibil-
ity of IR with reference corpus approach in relevant sentence detection. 

1   Introduction 

Relevance detection on sentence level aims to identify relevant sentences from a col-
lection of sentence set given a specific topic specification. Since it is an elementary task 
in some emerging applications like multi-document summarization and ques-
tion-answering, it has attracted many researchers’ attentions recently. The challenging 
issue behind sentence relevance detection is: the surface information that can be em-
ployed to detect relevance is much fewer than that in document relevance detection. 
TREC (Harman, 2002) organized a relevance/novelty detection track starting from 
2002 to evaluate the technological development of this challenging problem. 
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In the past, several approaches were proposed to identify sentence relevancy. Word 
matching and thesaurus expansion were adopted to recognize if two sentences touched 
on the same subject in multi-document summarization (Chen, et al., 2003). Such an 
approach has been employed to detect relevance between a topic description and a 
sentence (Tsai and Chen, 2002). Zhang et al. (2002) employed an Okapi system to re-
trieve relevant sentences with queries formed by topic descriptions. Allan et al. (2003) 
focused on the novelty detection algorithms and showed how the performance of 
relevant detection affects that of novelty detection. Instead of using an IR system to 
detect relevance of sentences directly, a reference corpus approach has been proposed 
(Chen, Tsai and Hsu, 2004). In this approach, a sentence is considered as a query to a 
reference corpus, and two sentences are regarded as similar if they are related to the 
similar document lists returned by IR systems. 

The above approaches focus on monolingual relevance sentence detection only. As 
all know, large scale multilingual data have been disseminated very quickly via 
Internet. How to extend the applications to multilingual information access is very 
important. Chen, Kuo and Su (2003) touched on multilingual multidocument sum-
marization. To measure the similarities between two bilingual sentences is their 
major concern.  

This paper extends the reference corpus approach (Chen, Tsai and Hsu, 2004) to 
identify relevant sentences in different languages. The computation of the similarities 
between an English sentence and a Chinese sentence, which is the kernel of multilin-
gual relevant sentence detection, will be studied by referencing sentence-aligned and 
document-aligned parallel corpora. Section 2 introduces the basic concepts of the ref-
erence corpus approach, and a multilingual Okapi-based IR system used in our ex-
periments. Section 3 shows its extension to multilingual relevance detection. Section 4 
presents our reference corpora and evaluation criteria. Section 5 shows and discusses 
the experimental results. Section 6 further compares the performance differences be-
tween monolingual and multilingual relevance detection on TREC evaluation data. 
Section 7 concludes the remarks. 

2   Relevance Detection Using Reference Corpus 

To use a similarity function to measure if a sentence is on topic is similar to the function 
of an IR system. We use a reference corpus, and regard a topic and a sentence as queries 
to the reference corpus. An IR system retrieves documents from the reference corpus 
for these two queries. Each retrieved document is assigned a relevant weight by the IR 
system. In this way, a topic and a sentence can be in terms of two weighting document 
vectors. Cosine function measures their similarity, and the sentence with similarity 
score larger than a threshold is selected. The issues behind the IR with reference corpus 
approach include the reference corpus, the performance of an IR system, the number of 
documents consulted, the similarity threshold, and the number of relevant sentences 
extracted. 

The reference corpus should be large enough to cover different themes for refer-
ences. Chen, Tsai, and Hsu (2004) consider TREC-6 text collection as a reference 
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corpus. Two IR systems, i.e., Smart and Okapi, were adopted to measure the effects of 
the performance of an IR system. Their experimental results show that Okapi-based 
relevance detector outperforms Smart-based one. Thus Okapi system is adopted in the 
latter experiments. 

We modify Okapi-Pack1 from City University (London) to support Chinese infor-
mation retrieval in the following way. A Chinese word-segmentation system is used for 
finding word boundaries. Unknown words may be segmented into a sequence of single 
Chinese characters. While indexing, Okapi will merge continuous single characters 
into a word and treat it as an index term. We build a single-character word list to avoid 
merging a single-character word into an unknown word. Chinese stop word list is not 
adopted. 

We adopted NTCIR3 Chinese test collection (Chen, et al., 2003) to evaluate the 
performance of Chinese Okapi system (called C-Okapi hereafter). Table 1 summarizes 
the performance of C-Okapi comparing to the results of the participants in NTCIR3 
(Chen, et al., 2003). The first column denotes different query construction methods, 
where T, C, D, and N denote topic, concept, description, and narrative, respectively. 
The 2nd-4th columns, i.e., AVG, MAX, and MIN, denote the average, the maximum, 
and the minimum performance, respectively. C-Okapi outperforms or competes with 
the maximum one in T and C methods, and is above the average in the other two query 
construction methods. In the later experiments, we will adopt Okapi and C-Okapi for 
bilingual relevance detection. 

Table 1. Performance of C-Okapi 

Topic Field AVG MAX MIN C-Okapi 
C 0.2605 0.2929 0.2403 0.2822 
T 0.2467 0.2467 0.2467 0.2777 

TC 0.3109 0.3780 0.2389 0.3138 

TDNC 0.3161 0.4165 0.0862 0.3160 

3   Similarity Computation Between Multilingual Sentences 

In Section 2, we consult a monolingual corpus to determine the similarity between two 
sentences in the same language. When this approach is extended to deal with multi-
lingual relevance detection, a parallel corpus is used instead. This corpus may be 
document-aligned or sentence-aligned. Figure 1 shows the overall procedure. English 
and Chinese sentences, which are regarded as queries to a parallel corpus, are sent to 
Okapi and C-Okapi, respectively. Total R English and Chinese documents/sentences2 
accompanying with the relevance weights are retrieved for English and Chinese que-

                                                           
1 http://www.soi.city.ac.uk/~andym/OKAPI-PACK/ 
2 The word documents/sentences denotes either document-aligned or sentence-aligned corpus     

is used. 
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ries. Because the corpus is aligned, the returned document (or sentence) IDs are com-
parable. Cosine function is used to compute the similarity, and thus the degree of 
relevance. 

 

Fig. 1. Document-Vector/Sentence-Vector Approach 

In the above, two sentences are considered as relevant if they have similar behaviors 
on the results returned by IR systems. The results may be ranked list of documents or 
sentences depending on the aligning granularity of the parallel corpus. Besides the 
document-vector/sentence-vector approach shown in Figure 1, the two vectors used in 
similarity computation may be in terms of relevant terms. This idea follows the cor-
pus-based approach to query translation (Davis and Dunning, 1995) in cross language 
information retrieval (CLIR). In CLIR, a query in language A is submitted to an A-B 
parallel corpus. An IR system for language A selects the relevant documents in A. The 
documents in language B are also reported at the same time. The target query is com-
posed of terms selected from the relevant documents in B, and finally submitted to IR 
system for B language. 

The above procedure is considered as translation in CLIR. Now, the idea is extended 
and plays the roles of both translation and information expansion. Figure 2 shows the 
overall flow. Similarly, an English sentence and a Chinese sentence, which will be 
determined relevancy, are sent to the two IR systems. R most relevant docu-
ments/sentences in two languages are returned. Instead of using the retrieval results 
directly, we select K most representative terms from the resulting documents/sentences. 
The two sets of K terms form two vectors, so that this approach is called term-vector 
approach later. Cosine function determines the degree of relevance between the Eng-
lish and the Chinese sentences. 

Because the R most relevant documents/sentences are in two languages, we can 
consider either English or Chinese documents/sentences as a basis. In other words, if 
we select Chinese, then we map ranked list 1 (i.e., English results) into Chinese cor-
respondent through the document-aligned/sentence-aligned chains. Similarly, ranked 
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list 2 (i.e., Chinese results) may be mapped into English correspondent when English 
part is selected as a basis. Now we consider how to select the K most representative 
terms. Two alternatives shown below are adopted. 

 

Fig. 2. Term-Vector Approach 

3.1   Weighting Scheme: Okapi-FN1 

An intuitive weighting scheme is the weighting function of IR system. The weighting 
function of a term t in Okapi is as follows: 

 
0.5)r0.5)(nr(R

0.5)rnR0.5)(N(r
logW(t)

+−+−
++−−+=  . (1) 

where N is total number of documents/sentences in the reference parallel corpus, R is 
the number of relevant documents/sentences to a query, n is the number of docu-
ments/sentences in which term t occurs, and r is the number of relevant docu-
ments/sentences in which term t occurs. 

In our experiments, top R (different values of R are tested) documents in the ranked 
list are parsed and the total occurrences r of a term t in the R documents are counted. 
Terms with the top K weights are employed for similarity computation. 

3.2   Weighting Scheme: Log-Chi-Square 

The Chi-Square test is used to find the terms highly relevant to the returned docu-
ments/sentences. Besides, Chi-Square test is also considered as a basis for weighting. A 
2×2 contingency table shown in Table 2 is conducted for Chi-Square test.  
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Table 2. Contingency Table for Chi-Square Test 

 Relevant docu-
ments/sentences 

Non-relevant docu-
ments/sentences 

Term t occurs A = r B = n – r 

Term t not occur C = R – r D = N – R – (n – r) 

The meanings of N, n, R, and r are the same as those described in Okapi-FN1. The 
formula for Chi-Square test is shown as follows: 

 Chi-Square test 2 = 
))()()((

)( 2

DCDBCABA

BCADN

++++
−

 . (2) 

For the value of  2  could be very large (even larger than 106), we take logarithm of 
2  as the weight of a term to avoid the cosine value between two vectors to be domi-

nated by some few terms. This operation is similar to smoothing and drops the scale of 
weights. 

Summing up, two alternatives, i.e., vectors in terms of resulting documents/sen 
tences (Figure 1), and vectors in terms of representative terms (Figure 2), may be 
considered for similarity computation in multilingual relevance detection. In the latter 
case, either English part or Chinese part may be considered as a basis, and each has two 
possible weight schemes, i.e., Okapi-FN1 and Log-Chi-Square. Thus, four possible 
combinations are conducted in total for the latter experiments. 

4   Experiment Materials and Evaluation Method 

Two Chinese-English aligned corpora are referenced in our experiments. One is Si-
norama corpus3, and the other one is HKSAR Corpus4. Sinorama consists of documents 
published by Sinorama magazine within 1976-2001. This magazine, which is famous 
for her superior Chinese-English contrast, recorded Taiwan society’s various dimen-
sions of evolvements and changes. HKSAR collects news articles released by the In-
formation Services Department of Hong Kong Special Administrative Region 
(HKSAR) of the People's Republic of China. The following compares these two cor-
pora from corpus scale, aligning granularity, average length, and so on. 

Sinorama is a “sentence-aligned” parallel corpus, consisting of 50,249 pairs of 
Chinese and English sentences. We randomly select 500 Chinese-English pairs as test 
data to simulate multilingual relevance sentence detection. The remaining 49,749 pairs 
are considered as a parallel reference corpus. They are indexed separately as two 
monolingual databases, in which a Chinese sentence or an English sentence is regarded 

                                                           
3 http://rocling.iis.sinica.edu.tw/ROCLING/corpus98/mag.htm 
4 http://wave.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2000T46 
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as a “small document”. The average length of Chinese sentences in the reference corpus 
is 151 bytes and that of English sentences is 254 bytes. The average length of Chinese 
and English test sentences is 146 and 251 bytes, respectively. 

HKSAR corpus contains 18,147 pairs of aligned Chinese-English documents re-
leased by HKSAR from July 1, 1997 to April 30th, 2000. Similarly, we index all arti-
cles in the same language as a monolingual database. The average document length is 
1,570 bytes in Chinese and 2,193 bytes in English. The test data used in experiments are 
the same sentences pairs as Sinorama. 

At first, we develop an evaluation method and a set of experiments to measure the 
kernel operation of relevance detection only, i.e., the similarity computation between 
Chinese and English sentences, in Section 5. Then, we measure the overall performance 
of multilingual relevance detection in Section 6. As mentioned, total 500 pairs of 
Chinese-English sentences are randomly selected from Sinorama corpus. They are 
denoted as: <C1, E1>, <C2, E2>, …, <C500, E500>, where Ci and Ei stand for Chinese and 
English sentences, respectively. Among the 500 Chinese sentences C1, …, C500, Ci is 
the most relevant to Ei. In other words, when we compute the similarities of all com-
binations consisting of one Chinese and one English sentences, Ci should be the most 
similar to Ei for 1 i 500 ideally. Let Sim(i, j) be the similarity function between Ci 
and Ej. A match function RM(i, j) is defined as follows: 

RM(i, j) = |{k| Sim(i, k) > Sim(i, j), 1 k 500}| + 1 .    (3) 

The match function assigns a rank to each combination. The perfect case is RM(i, 
i)=1. We call it a perfect match later. We also relax the case. If RM(i, i) is no larger than 
a threshold, we consider the result of matching is “good”. In our experiments, the 
threshold is set to 10. That is, we postulate that the first 2% of matching pairs will cover 
the correct matching. 

Consulting the evaluation method in question answering track of TREC, we adopt 
MRR (mean reciprocal rank) score to measure the performance. Let S(i) be the 
evaluation score for a topic i (Chinese sentence). MRR is summation of S(i). 

S(i) = 
10 i) RM(i, if    i) M(i,1

else                0{  .    (4) 

MRR = 
=

500

1
)(

500

1
i

iS  .     (5) 

5   Result Discussion 

5.1   Using Sinorama Corpus 

Sentence Vector Approach. Table 3 shows the experimental result of sentence-vector 
approach along with Sinorama corpus. Row “RM(i, i)=1” denotes how many topics get 
a “perfect match” and row “RM(i, i) 5” denotes how manytopics get a correct match 
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in the first 5 ranks. For example, 77.40% of test data are perfect match if 200 sentences 
are consulted by Okapi and C-Okapi, i.e., 200 sentences are returned for reference. In 
this case, the MRR is 0.839, which is the best in this experiment. When the number of 
returned sentences increases from 50 to 200, MRR score also increases. Then MRR 
score goes down until the number of returned sentences reaches about 600. After that, 
MRR score rises again and reaches to a stable state, i.e., 0.82-0.83. Figure 3 captures 
the performance change.  

Analyzing the result, we find there may be two degrees of relevancy of small 
documents (i.e., sentences) in the corpus to a query. Documents with high relevance are 
easily retrieved with ranks smaller than 200. When the rank increases larger than 200, 
lowly relevant documents are retrieved with more non-relevant documents. That in-
troduces noise for similarity computation. The influence reaches to the worst between 
ranks 500 and 600, and then goes down since the weights of vector elements are de-
creased. The other reason may be that some returned sentences in both vectors are 
complementary when smaller number of sentences is consulted, and the complemen-
tary parts show up when more sentences are consulted. 
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Fig. 3. MRR Score versus Number of Returned Sentences 

Term-Vector Approach. Figures 4, 5, 6 and 7 show the results of term-vector ap-
proach, where terms in either English or Chinese are used, and two weighting schemes, 
i.e., Okapi-FN1 and Log-Chi-Square, are applied. The x axis represents k, the number 
of terms used for similarity computation. The y axis denotes the MRR score. 

Several interesting conclusions can be made after the factors of language and 
weighting schemes are considered. Performances of Figures 4 and 5 are inferior to 
those of Figures 6 and 7. It shows that Log-Chi-Square weighting scheme is more 
suitable for term-vector approach than Okapi-FN1 weighting scheme. It meets our 
expectation that Log-Chi-Square weighting scheme properly captures concepts em-
bedded in resulting sentences returned by Okapi and C-Okapi. Performances of the runs 
of smaller k (=50) in the four figures show that Log-Chi-Square scheme will assign 
higher weights to terms which are truly relevant to the sentence (query). 

Observing the differences between Figures 4 and 5, and between Figures 6 and 7, we 
can find that the trends of performances using terms in different languages are dis-
similar. Using English terms as vector elements, the performance trend shows undula-
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tion as we saw in Figure 2, though the drops are smaller in Figures 4 and 6. On the other 
hand, performance trend of using Chinese terms as vector elements is monotonously 
increasing with k when R is greater than 30. It may indicate that English suffers from 
more noises, such as word sense ambiguity, than Chinese. 

The best performance, near 0.81, appears in the case “R=300” of Figure 7, i.e., take 
Chinese as a basis and Log-Chi-Square formula. It is lower than the best performance 
0.84 in sentence-vector approach. The whole performance of term-vector approach is 
also inferior to sentence-vector approach. 
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Figs. 4 and 5. English Terms or Chinese Terms plus Okapi-FN1 Weighting Scheme 
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Figs. 6 and 7. English Terms or Chinese Terms plus Log-Chi-Square Weighting Scheme 

5.2   Using HKSAR Corpus 

Document-Vector Approach. Figure 8 shows the results of the application of the 
document-vector approach on HKSAR corpus, which is a document-aligned Chi-
nese-English corpus. The best one has only 30% of the performance shown in Figure 3. 
The result shows the influence of corpus domain on reference corpus approach. Since 
the 500 pairs of test sentences are randomly selected from Sinorama corpus, the domain 
of test sentences and the reference databases are the same, i.e., content focused on 
major events and construction in Taiwan from 1976-2001. In contrast, the HKSAR 
corpus contains the news issued by HKSAR within 1997-2000. The test sentences and 
the reference corpus are totally different in domain of concepts so that there are rarely 
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relevant documents in HKSAR. That introduces much more noises than useful infor-
mation in ranked list. Besides the domain issue, the small size of HKSAR corpus results 
in poor performance in retrieval too. 
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Fig. 8 Document-Vector Approach Using HKSAR 

Term-Vector Approach. Figures 9 and 10 show the results of term vector approach on 
HKSAR, using Log-Chi-Square weighting scheme. Chinese-term-based approach 
(Figure 10) is more robust than English-term-based approach (Figure 9). However, 
their performance does not compete with that of document-vector approach. As 
HKSAR is a “document-aligned” parallel corpus, it is more difficult to select terms 
suitable for information expansion. Thus, the performance goes down from Figure 8 to 
Figure 9 and Figure 10. The performance drop is more obvious than that between 
Figures 3 and 7. 
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Figs. 9 and 10. English and Chinese Terms plus Log-Chi-Square Weighting with HKSAR 

6   Experiments of Multilingual Relevance Detection 

Besides evaluating the similarity computation, we also employ the test data in TREC 
2002 Novelty track to evaluate the overall  multilingual  relevance  detection. The  test  
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data includes 49 topics, each of which is given a set of sentences to evaluate the per-
formance of relevance detector (Harman, 2002). All of these topics and sentences are in 
English. For multilingual relevant sentence detection, all topics are manually translated 
into Chinese. Each translated topic (in Chinese) and the corresponding given set of 
sentences (in English) are sent as queries to C-Okapi and Okapi respectively, so that we 
can compute similarity between each topic and each sentence in the given set using 
either document-vector or term-vector approach. 

Chen, Tsai, and Hsu (2004) use logarithmic regression to simulate the relationship 
between total number of the given sentences and number of the relevant sentences, in 
TREC 2002 Novelty track. We adopt the similar approach. A dynamic percentage of 
sentences most similar to topic t in the given set will be reported as relevant. According 
to the assessment of TREC 2002 Novelty track, we can compute precision, recall, and 
F-measure for each topic. Figure 11 shows the performance, i.e., average F-measure of 
49 topics, using Sinorama and HKSAR as reference corpora, respectively. Sen-
tence-vector approach (Section 5.1.1) and document-vector approach (Section 5.2.1) 
are adopted. 

Apparently, using Sinorama as a reference corpus outperforms using HKSAR. This 
result is consistent with the evaluation in similarity computation. Chen, Tsai, and Hsu 
(2004) used TREC6 text collection, which consists of 556,077 documents, as reference 
corpus. The best performance using Sinorama for multilingual relevance detection is 
about 80% of monolingual relevance detection, i.e., 0.212 (Chen, Tsai, and Hsu), and 
using HKSAR is about 50%. Note that the human performance in monolingual rele-
vance detection is 0.371.  
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Fig. 11. Sentence/Document-Vector Approach Using TREC 2002 Topics 

7   Conclusions and Future Work 

This paper considers the kernel operation in multilingual relevant sentence detection. A 
parallel reference corpus approach is adopted. The issues of aligning granularity, the 
corpus domain, the corpus size, the language basis, and the term selection strategy are 
addressed. In the intensive experiments, the best MRR (0.839) is achieved when the test 
data and the reference corpus come from the same domain, the finer-grained alignment 
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(i.e., sentence alignment), and the larger corpus are adopted. In that case, 77.40% of test 
data are ranked 1. 

Generally speaking, the sentence-vector approach is superior to the term-vector 
approach when sentence-aligned corpus is employed. The document-vector approach is 
better than the term-vector approach if document-aligned corpus is used. In term-vector 
approach, Log-Chi-Square weighting scheme is better than Okapi-FN1 weighting 
scheme. Considering the language issue, Chinese basis is more suitable to English basis 
in our experiments. It shows that performance trends may depend on the characteristics 
of different languages. 

Comparing the monolingual and the multilingual relevance detection, the latter has 
80% performance of the former. It shows that IR with reference corpus approach is 
adapted easily to multilingual domain. 

From the experiment results, we infer that if the domain of reference corpus is the 
same as that of query, the performance of relevance detection will be better. While the 
domain of a query is often unknown, large domain-coverage corpora should be more 
appropriate than small ones. More, we can infer that the finer-grained alignment corpus 
is more suitable for multilingual relevant sentence detection. In future work, we’ll de-
sign more careful experiments to verify the two points and to find out other character-
istics of IR with reference corpus approach. 

Acknowledgements 

Research of this paper was partially supported by National Science Council, Taiwan, 
under the contracts NSC 93-2213-E-002-078 and NSC 93-2752-E-001-001-PAE. 

References 

[1] Allan, James; Wade, Courtney and Bolivar, Alvaro (2003) “Retrieval and Novelty De-
tection at the Sentence Level,” Proceedings of the 26th ACM SIGIR , 314-321. 

[2] Chen, Hsin-Hsi; Kuo, June-Jei; Huang, Sheng-Jie; Lin, Chuan-Jie and Wung, Hung-Chia 
(2003) “A Summarization System for Chinese News from Multiple Sources,” Journal of 
American Society for Information Science and Technology, 54(13), 1224-1236. 

[3] Chen, Hsin-Hsi; Kuo, June-Jei; and Su, Tsei-Chun (2003). “Clustering and Visualization 
in a Multi-Lingual Multi-Document Summarization System,” Proceedings of 25th Euro-
pean Conference on Information Retrieval Research, LNCS 2633, 266-280. 

[4] Chen, Hsin-Hsi; Tsai, Ming-Feng and Hsu, Ming-Hung (2004) “Identification of Relevant 
and Novel Sentences Using Reference Corpus,” Proceedings of 26th European Confer-
ence on IR Research, LNCS 2997, 85-98. 

[5] Chen, Kuang-hua; Chen, Hsin-Hsi; Kando, Noriko; Kuriyama, Kazuko; Lee, Sukhoon; 
Myaeng, Sung Hyon; Kishida, Kazuaki; Eguchi, Koji and Kim, Hyeon (2003) “Overview 
of CLIR Task at the Third NTCIR Workshop,” Proceedings of NTCIR Workshop 3. 

[6] Davis, Mark and Dunning, Ted (1995) “A TREC Evaluation of Query Translation 
Methods for Multi-lingual Text Retrieval,” Proceedings of TREC 1995, 483-498. 



 Multilingual Relevant Sentence Detection Using Reference Corpus 177 

 

[7] Harman, Donna (2002) “Overview of the TREC 2002 Novelty Track,” Proceedings of 
TREC 2002, NIST SP 500-251, Maryland. 

[8] Tsai, Ming-Feng and Chen, Hsin-Hsi (2002) “Some Similarity Computation Methods in 
Novelty Detection,” Proceedings of TREC 2002, NIST SP 500-251, Maryland. 

[9] Zhang, Min; Song, Ruihua; Lin, Chuan; Ma, Shaoping; Jiang, Zhe; Yijiang Jin; Liu 
Yiqun; and Zhao, Le (2002) “Expansion-Based Technologies in Finding Relevant and 
New Information,” NIST SP 500-251, Maryland. 

[10] http://trec.nist.gov/pubs/trec11/papers/NOVELTY.OVER.pdf 
[11] http://trec.nist.gov/pubs/trec11/papers/ntu.feng.final2.pdf. 
[12] http://trec.nist.gov/pubs/trec11/papers/tsinghuau.novelty2.pdf 



A Bootstrapping Approach for Geographic
Named Entity Annotation

Seungwoo Lee and Gary Geunbae Lee

Department of Computer Science and Engineering,
Pohang University of Science and Technology,

San 31, Hyoja-dong, Nam-gu, Pohang, 790-784, Korea
{pinesnow, gblee}@postech.ac.kr

Abstract. Geographic named entities can be classified into many sub-
types that are useful for applications such as information extraction
and question answering. In this paper, we present a bootstrapping algo-
rithm for the task of geographic named entity annotation. In the initial
stage, we annotate a raw corpus using seeds. From the initial annota-
tion, boundary patterns are learned and applied to the corpus again
to annotate new candidates. Type verification is adopted to reduce over-
generation. One sense per discourse principle increases positive instances
and also corrects mistaken annotations. As the bootstrapping loop pro-
ceeds, the annotated instances are increased gradually and the learned
boundary patterns become gradually richer.

1 Introduction

The traditional named entity task can provide semantic information of key en-
tities, and is taken as a first step by any information extraction and question
answering system. However, classifying entity names only into persons, loca-
tions and organizations (PLO) is not sufficient to answer a question “What is
the oldest city in the United States?” in the TREC-10 QA task [1]. Although the
answer type of the question can be determined as CITY, if location entities are
not classified into their specific sub-types, such as CITY, STATE, COUNTRY,
etc., it is impossible to filter out ‘Florida’, a state, from the text “... Florida is
the oldest one in the United States ...” By sub-categorizing location entities we
can effectively reduce the candidate answer space of the question and help to
point out the exact answer.

In this paper, we focus on geographic named entities (i.e., locations). Geo-
graphic named entities can be classified into many sub-types that are critical for
applications such as information extraction and question answering. As a first
step, we define their seven sub-types: COUNTRY, STATE, COUNTY, CITY,
MOUNTAIN, RIVER, and ISLAND. We attempt to identify and classify all
instances of the seven types in plain text.

Annotation of geographic named entities is a formidable task. Geographic
named entities are frequently shared with person names as well as between their

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 178–189, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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sub-types. For example, ‘Washington’ may indicate a person in one context but
may also mean a city or state in another context. Even country names cannot be
exceptions. For some Americans, ‘China’ and ‘Canada’ may be cities where they
live. Geographic named entities such as ‘Man’ and ‘Center’ can also be shared
with common nouns. Contextual similarity among geographic named entities is
much higher than between PLO entities since they are much closer semantically.
These make geographic named entity annotation task more difficult than the
traditional named entity task.

The statistical machine learning approach is a current trend in linguistic
area and some supervised learning approaches have achieved comparable or
better performance than handcrafted rule-based approaches, especially in the
named entity task [2]. However, Manual corpus annotation is tedious and time-
consuming work and requires considerable human effort. Domain shift may ren-
der the existing annotated corpus useless even if it is available. On the other
hand, there are many raw text corpora available for training and geographic
entities for a gazetteer are also available in several web sites. These lead us to
apply a bootstrapping approach using gazetteer entries as seeds. Gazetteer en-
tries can be found in several web sites, such as the U.S. Census Bureau,1 the
Consortium for Lexical Research (CRL),2 TimeAndDate,3 Probert Encyclopae-
dia - Gazetteer,4 The World of Islands5 and Island Directory,6 and we gathered
entities with their types to use both as seeds and for confirming types of candi-
dates to be annotated in the bootstrapping process.

The key idea of our bootstrapping process is as follows: in the initial stage, we
annotate a raw corpus using seeds. From the initial annotation, boundary patterns
are learned and applied to the corpus again to annotate new candidates of each
type. Type verification is adopted to reduce over-generation, and one sense per
discourse principle [3] expands the annotated instances in each document. As the
bootstrapping loop continues, the annotated instances are increased gradually and
also the learned boundary patterns become richer little by little.

The remainder of this paper is as follows. Section 2 presents and compares
related works to our approach. Our bootstrapping approach is described in Sec-
tion 3 and Section 4 gives the experimental results. Section 5 contains our re-
marks and future works.

2 Related Works

Research on analysis of geographic references recently started to appear and
focused on only classifying geographic entity instances in text [4, 5]. Li et al. [4]

1 http://www.census.gov/
2 Computing Research Laboratory at New Mexico State University,

http://crl.nmsu.edu/Resources/resource.htm
3 http://www.timeanddate.com/
4 http://www.probertencyclopaedia.com/places.htm
5 http://www.world-of-islands.com/
6 http://islands.unep.ch/isldir.htm
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suggested a hybrid approach to classify geographic entities already identified as
location by an existing named entity tagger. They first matched local context
patterns and then used a maximum spanning tree search for discourse analysis.
They also applied a default sense heuristic as well as one sense per discourse
principle. According to their experiments, the default sense heuristic showed the
highest contribution.

Various unsupervised learning methods have been developed in the area of
named entity recognition. These approaches relate to bootstrapping learning al-
gorithms using natural redundancy in the data, with the help of the initial seeds.
Collins and Singer [6] applied the co-training algorithm to named entity classifi-
cation. They used 7 simple seed rules to extract lexical and contextual features
of named entities as two competing evidences, and learned the capitalized names
from the fully parsed corpus. They only focused on named entity classification
by assuming consecutive proper nouns as named entity candidates. Yangarber
et al. [7] presented a bootstrapping technique to learn generalized names such
as disease names that do not provide capitalization any longer. This makes the
identification of such names more difficult. They used manually selected seeds,
and boundary patterns and entity names acted as competing evidences in the
bootstrapping process. The patterns for beginning and ending boundaries are
independently learned from currently annotated names and applied to the raw
corpus in order to obtain new candidate names. This bootstrapping process is
quite similar to our method, but annotation targets differ between each ap-
proach. We focus on the fine-grained sub-types of geographic entities whereas
they deal with generalized names as well as locations. We also represent bound-
ary patterns with character patterns and semantic information as well as lexical
words, while they only use literal patterns with wildcard generalization. Their
boundary patterns are used for identifying only one (left or right) boundary and
the other is identified by a simple noun group matching [ADJ* N+]. But there
are many instances that go beyond the boundary of the simple noun group. For
example, “Antigua and Barbuda” and “Bosnia and Herzegovina” have a con-
junction but indicate unique country names. Therefore, we do not restrict the
entity boundary to a simple noun group.

3 Bootstrapping

Our bootstrapping approach is based on two competing evidences: entity instances
and their boundary patterns, as in other bootstrapping approaches [6, 7, 8].

The bootstrapping flow has one initial stage and four iterative steps, as shown
in Figure 1. In the initial stage, we annotate a raw corpus with the seeds auto-
matically obtained from the gazetteer. Starting and ending boundary patterns
are learned from the annotation and applied to the corpus again to obtain new
candidates of each type. Then we perform type verification of each candidate
entity using the gazetteer and scores of boundary patterns applied. Finally, one
sense per discourse principle [3] propagates the annotated instances to the en-
tire document, which makes the boundary patterns much richer in the next loop.
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Fig. 1. Our bootstrapping process

The principle also helps to remove erroneous annotated instances. As the boot-
strapping loop proceeds, the annotated instances are increased gradually and the
learned boundary patterns also become richer little by little. These processes are
explained in detail in the following subsections.

3.1 Initial Stage

Seed entities of each type can be obtained from the gazetteer. The gazetteer
includes many ambiguous entities that should not be used as seeds. Ambiguous
seeds can act as noise in the initial annotation and such noise can propagate to
the next iterations. As a result, they diminish the final performance. Therefore,
we automatically select only unambiguous entities by consulting the gazetteer
as well as a part-of-speech dictionary.7 Seed annotation also requires careful at-
tention. Not all occurrences of unambiguous seeds in a corpus can be annotated
as their types. For example, ‘U.S.’ in ‘U.S. Navy’ should not be annotated as
COUNTRY since it is part of an organization name. For this reason, we anno-
tate only occurrences having no proper nouns in their immediate left and right
contexts. These efforts make it possible to start bootstrapping iteration with
high precision (99%) and moderate recall (28%) on our test data.

3.2 Boundary Patterns

Definition. For each annotated instance, we define two boundary patterns:
starting (bps) and ending (bpe) independently, i.e.,

bps = [f(w−2)f(w−1)f(w−0)] and bpe = [f(w+0)f(w+1)f(w+2)],

7 We also exclude entities, such as ‘Man’ and ‘Center’, shared with common nouns.
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... in the cities of <CITY>Los     Angeles</CITY>, San Diego and ...

[%cities  %of         %los]
[%cities  %of   &initcap]

[%angeles %,   %san]
[&initcap %,   %san]
[&initcap %,   $city_gaz][@city1  %of   &initcap]
[$city_gaz %,   $city_gaz][@city1  %of  $city_gaz]

… …

… forests of northern <STATE>Maine</STATE>, and said …

[%northern   %maine]
[%forests  %of                    %maine]

[%maine %,   %and]
[&initcap %,   %and]
[$state_gaz %,  %and][%forests  %of                $state_gaz]

… …

... in the cities of <CITY>Los     Angeles</CITY>, San Diego and ...

[%cities  %of         %los]
[%cities  %of   &initcap]

[%angeles %,   %san]
[&initcap %,   %san]
[&initcap %,   $city_gaz][@city1  %of   &initcap]
[$city_gaz %,   $city_gaz][@city1  %of  $city_gaz]

… …

... in the cities of <CITY>Los     Angeles</CITY>, San Diego and ...

[%cities  %of         %los]
[%cities  %of   &initcap]

[%angeles %,   %san]
[&initcap %,   %san]
[&initcap %,   $city_gaz][@city1  %of   &initcap]
[$city_gaz %,   $city_gaz][@city1  %of  $city_gaz]

… …

… forests of northern <STATE>Maine</STATE>, and said …

[%northern   %maine]
[%forests  %of                    %maine]

[%maine %,   %and]
[&initcap %,   %and]
[$state_gaz %,  %and][%forests  %of                $state_gaz]

… …

… forests of northern <STATE>Maine</STATE>, and said …

[%northern   %maine]
[%forests  %of                    %maine]

[%maine %,   %and]
[&initcap %,   %and]
[$state_gaz %,  %and][%forests  %of                $state_gaz]

… …

Fig. 2. Boundary Patterns

where w∓0 are the first and the last words of an annotated instance, respec-
tively, and w∓1 and w∓2 are the left and the right contexts of an annotated
instance. The context is determined by a rule-based noun phrase chunking we
implemented and can be grouped into two: intra-phrase and inter-phrase con-
texts. Intra-phrase context indicates a modifier or modifiee of the entity, within a
base noun phrase containing the entity, and inter-phrase context means a mod-
ifier or modifiee of the entity, outside the base noun phrase. These can make
boundary patterns richer than simple adjacent word contexts do because they
reflect syntactic constraints. f(w) means one of following four features: character
pattern (marked with &), such as capitalization and digits, word forms (marked
with %), semantic category (marked with @) based on the WordNet hierarchy,8

and a gazetteer category (marked with $) based on the gazetteer. These features
are similar to internal sub-features of Zhou and Su [2]. Figure 2 shows some
possible starting and ending boundary patterns of entities, ‘Los Angeles’ and
‘Maine’. [%northern %maine] shows intra-phrase context and others is inter-
phrase contexts. The left and the right contexts have windows of maximum 2
but it is not a strict word count in the case of semantic and gazetteer category
features. Multi-words like ‘San Diego’ and ‘vice president’ count only one and
can be abstracted with their gazetteer or semantic categories, i.e., $city gaz and
@person1, respectively.

Learning. All possible boundary patterns are generated from the corpus par-
tially annotated in the initial stage or in previous iterations. Then, we score the
generated patterns by checking if each pattern correctly bounds the previously
annotated instances. We count the followings that are similar to Yangarber et
al. [7]:

– pos(bp): the number of matched instances that are already annotated as the
same entity type;

8 We use only intermediate nodes for simplification; For example, Mr. and President
are all mapped to the first sense of person (@person1).
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– neg(bp): the number of matched instances that are already annotated as a
different type or that are previously filtered from the same entity type;

– unk(bp): the number of matched instances that are not annotated yet.

Then, the score of a boundary pattern, Score(bp), is computed as follows:

Score(bp) =
pos(bp)

pos(bp) + neg(bp) + unk(bp)
.

Application. To obtain new entity candidates, we apply the learned patterns
to the entire corpus. Since each pattern determines only one – i.e., starting or
ending – boundary, a candidate is identified by a pair of starting and ending
patterns of the same entity type. We limit the length of each candidate to six
words since a geographic entity is usually composed of a fairly small number of
words. However, the entity boundary is not restricted to a simple noun chunk
to allow entities such as ‘Bosnia and Herzegovina’ and ‘the United States of
America’.

Each candidate has starting and ending scores that are the scores of the
boundary patterns used for identifying it. Generally, both the left and the right
contexts can provide clues for the entity type, but it is not common for both
contexts to provide reliable clues at the same time and usually only one of them
supports the clue. This leads us to use a pair of thresholds, top threshold (θt)
and bottom threshold (θb), to select only promising candidates in each iteration.
At least one of the starting and ending scores of each candidate should be higher
than θt and both should be higher than θb.

3.3 Type Verification

We do not limit the entity boundary to the base noun phrase chunk in order
to cover geographic entities bounded by complex noun phrases such as ‘Bosnia
and Herzegovina’ and ‘the United States of America’. However, this can also
cause erroneous candidates such as “Boston and Chicago” to be generated if the
left context of ‘Boston’ provides a reliable starting boundary score and the right
context of ‘Chicago’ provides a reliable ending boundary score. Even if we have
such a restriction, erroneous candidates can also be extracted by less reliable
boundary patterns. They act as noise in the next iterations and less reliable
boundary patterns are increased gradually as the iteration proceeds. As a result,
this may cause what is called garbage in and garbage out. To prevent erroneous
candidates from being annotated, we employ type verification of each candidate
if it was identified by less reliable patterns (i.e., Score(bp) < θv). If we know
that the identified candidate is really of its classified entity type, we can be
convinced that at least it can be of its entity type in some contexts although it
was identified and classified by less reliable boundary patterns. To verify the type
of an entity candidate, we first analyze its prefix and suffix and then consult the
gazetteer. We add or remove prefixes or suffixes such as Republic, State, Province,
County, City, City of, River, Mt., Island, etc., according to its entity type before
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searching the gazetteer, since the gazetteer does not have all possible forms of
each entity. As a result, candidates are removed if they are less reliable and also
not verified by the gazetteer.

3.4 Expanding and Correcting the Annotation

It is common to use the heuristic such as one sense per discourse in the word sense
disambiguation research [3]. In our research, we set a document as a discourse
because we use newspaper articles as a training and test corpus which is described
in Section 4. Each article is short enough to be regarded as one discourse. This
heuristic is very helpful to expand the current annotation to the entire discourse
to obtain a new annotation or to correct a mistaken annotation [9, 10]. That is,
it increases positive instances as well as decreases spurious instances effectively.

Type Consistency. Error correction is performed when the same entity can-
didates from a document have different entity types. By the heuristic, they are
all annotated with the type of entity having the most reliable boundary score
if the difference between the two boundary scores is larger than a threshold.
Otherwise, they are all ignored and their annotation is delayed until the next
iterations.

Location vs. Person. Location names, i.e., geographic named entities, are
highly shared with a person’s names. This is because it is common to name
a location after a famous person’s name, such as ‘Washington’. This makes it
important to disambiguate locations from a person’s names. According to the
heuristic, a location candidate can be filtered out if we know that one of its
instances within a document indicates a person’s name. This is another error
correction.

To decide whether an occurrence of a location candidate means a person’s
name,9 we first check if it has a title word, such as Mr., Sen. and President.
Second, we check typical patterns, such as “” PERSON says”, “, PERSON
says”, “” says PERSON”, “, says PERSON”, “PERSON who”, etc. Finally, we
consult the gazetteer to see if it and its adjacent proper noun are all registered as
a person name. For example, ‘George Washington’, an occurrence of a candidate
‘Washington’, filters out the candidate, since both ‘George’ and ‘Washington’
are used as a person name, based on the gazetteer.

Location vs. part of Organization. Another issue is how to distinguish the
location from part of the organization name. This is required when propagating
the annotation of an entity to other occurrences within the document by the
heuristic. For example, when ‘U.S.’ is annotated as COUNTRY in a document,
it should not propagate to ‘U.S. Navy’ in the same document since it is a part
of the organization name, whereas it should propagate to ‘U.S. President’. One
possible solution is to check the existence of an acronym for the suspected phrase,

9 This is applied to only single-word candidates.
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since it is common to use an acronym to represent a unique entity. ‘U.S. Navy’
is represented as the acronym ‘USN’ but ‘U.S. President’ is not. To check the
existence of their acronyms, we consult Web search engines by querying “U.S.
Navy (USN)” and “U.S. President (USP)”, respectively, and check if there ex-
ists more than one result retrieved. The following shows some acronym exam-
ples that can be found by Web search engines and therefore whose typewritten
sub-phrases should not be annotated: “United States-China Policy Founda-
tion (USCPF),” “New York Times (NYT)” and “University of California,
Los Angeles (UCLA).”

Another possible solution is to check if the suspected phrase beginning with
a candidate can be modified by a prepositional phrase which is derived by in
or comma (,) plus the candidate. For example, we can decide that ‘Beijing’ in
‘Beijing University’ is a part of the organization name, since the phrase “Beijing
University in Beijing” is found by Web search engines. If ‘Beijing’ in ‘Beijing
University’ denotes CITY, ‘Beijing University’ indicates any university in Bei-
jing and is not modified by the prepositional phrase duplicately. The following
shows some other examples whose typewritten sub-phrases should not be anno-
tated: “Shanghai No. 3 Girls’ School, Shanghai,” “Boston English High School
in Boston” and “Atlanta Brewing Co. in Atlanta.”

3.5 Iteration

In each iteration, we control two thresholds, θt and θb, described in Subsec-
tion 3.2, of boundary scores to extract new entity candidates. We set both
thresholds high to maintain high precision in the early stages and decrease them
slightly to increase recall as the iteration proceeds. We decrease θb at first and
θt at next, i.e., (θt, θb) = (0.90, 0.90) → (0.90, 0.85) → · · · → (0.90, 0.15) →
(0.87, 0.15) → · · · → (0.51, 0.15). This reflects our observation that the most
reliable one – left or right – context is preferred to moderately reliable two – left
and right – contexts. The bootstrapping stops when the two thresholds arrive
at (0.51,0.15) and there are no more new boundary patterns learned.

4 Experiments

The algorithm was developed and tested using part of New York Times arti-
cles (June and July, 1998; 116MB; 21,000 articles) from the AQUAINT corpus.
We manually annotated 107 articles among them for test and the counts of
annotated instances were listed in Table 1. Others were used for training. We
collected 78,000 gazetteer entries from several Web sites mentioned in Section 1.
This includes non-target entities (e.g., CONTINENT, OCEAN, PERSON and
ORGANIZATION) as well as various aliases of entity names. As a baseline, we
could achieve high recall (94%) but poor precision (60%) by applying only the
gazetteer without bootstrapping. Seeds were automatically selected from the
gazetteer and their counts are also listed in Table 1.

We first performed bootstrapping on the entire training corpus and inves-
tigated the change in performance as the iteration proceeds. In each iteration,
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Table 1. The counts of instances annotated in the test corpus and seeds obtained from
the gazetteer

Type Test Seeds
COUNTRY 591 308
STATE 425 225
COUNTY 60 2576
CITY 827 21819
ISLAND 25 3978
RIVER 24 2204
MOUNTAIN 15 3228
Total 1967 34338
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Fig. 3. The learning curves according to the size of a training corpus

we applied the learned boundary patterns to the test corpus and measured re-
call and precision using the standard MUC named entity scoring scheme. The
learning curve is shown in Figure 3, marked with NYT06+NYT07. The figure says
that recall increases (28% to 84%) while precision decreases slightly (99% to
87%). However, after approaching to the maximum recall, precision dropped
steeply. The maximum value of F1 was 86.27% when recall and precision were
83% and 90%, respectively. This performance is comparable to that of Lin et
al. [11] although we distinguished fine-grained types of locations whereas they
did not. It is also comparable to similar approaches in the traditional named
entity task, e.g. [6],10 considering that they only attacked named entity classifi-
cation and that geographic named entity annotation is much more difficult than
PLO-based annotation.

Second, to investigate the effect of the size of a training corpus, we per-
formed bootstrapping on the half of the June corpus (NYT06*1/2) and on the

10 They achieved about 83% accuracy in noisy environment.
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June corpus (NYT06). The learning curves are also shown in Figure 3. The com-
parison says that the large training corpus can maintain higher precision than
the small training corpus until recall approaches the maximum. This is because
the large training corpus has more instances to be learned and provides much
richer boundary patterns than the small training corpus.

We also explored whether semantic and gazetteer features can contribute
to the performance. We performed bootstrapping on the training corpus us-
ing boundary patterns represented with only lexical and character patterns. As
shown in Figure 4, semantic and gazetteer features could maintain precision a
little higher although any techniques for word sense disambiguation were not em-
ployed. The effect of pattern generalization seemed to suppress noise caused by
word sense ambiguity. Figure 5 explains how well the intra-/inter-phrase context
works, compared to just adjacent word context.
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Finally, we performed bootstrapping without type verification to investigate
the effect of the verification. The result is shown in Figure 6. The figure says
that if we do not adopt the type verification, the erroneous candidates are not
filtered out and drop precision drastically even in early iterations.

5 Conclusions

In this paper, we present a bootstrapping algorithm for the task of geographic
named entity annotation including both identification and classification. The
algorithm bootstraps from a raw corpus and seed entities, learns starting and
ending boundary patterns independently, and applies them to the corpus again
to obtain new candidates. To reduce over-generation, each candidate is verified
based on its boundary scores and the gazetteer. One sense per discourse princi-
ple [3] expands the annotated instances and also corrects mistaken annotations.
As the bootstrapping loop continues, the annotated instances are increased grad-
ually and the learned boundary patterns become gradually richer. When training
and testing on NYT newspaper articles, our approach achieved 86.27% F1 with
83% recall and 90% precision.

In future work, we will incorporate our heuristic knowledge used for filtering
into a statistical model and include other geographic entity types as well as
PERSON and ORGANIZATION. Competing entity types may help to improve
overall performance, as described in Lin et al. [11]. Co-occurrence information
with the default sense heuristic suggested by Li et al. [4] will also be tried for
disambiguating geographic named entities effectively.
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Abstract. In this paper, we describe a reading comprehension system.
This system can return a sentence in a given document as the answer to
a given question. This system applies bag-of-words matching approach
as the baseline and combines three technologies to improve the result.
These technologies include named entity filtering, pronoun resolution and
verb dependency matching. By applying these technologies, our system
achieved 40% HumSent accuracy on the Remedia test set. Specifically,
verb dependencies applied in our system were not used in previous read-
ing comprehension systems. In addition, we have developed a new bilin-
gual corpus (in English and Chinese) - the ChungHwa corpus. The best
result is 68% and 69% HumSent accuracy when the system is evaluated
on the ChungHwa English and Chinese corpora respectively.

1 Introduction

Recently, there has been increasing interest in the research of question answering
(QA) systems. Researchers in the field of information retrieval (IR) have paid
much attention to this topic. One branch in the study of QA system is based
on the context of the reading comprehension task. This task was proposed as a
method for evaluating Natural Language Understanding (NLU) technologies by
a research group at MITRE Corporation [7]. In this task, MITRE Corporation
developed the Remedia corpus to evaluate a reading comprehension (RC) system.
In addition, another task about question answering on a large-scale is the Text
REtrieval Conference Question Answering (TREC QA) track. There is a major
difference between TREC QA and reading comprehension. For a given question,
TREC QA systems retrieve documents in a large collection of data and then find
the answer (in phrases or sentences) within the retrieved documents. Reading
comprehension systems only look for answers to given questions within a given
story. In this paper, we only address the QA system for reading comprehension
task.

Many reading comprehension systems [7], [12], [5] assume that there are com-
mon words shared between questions and answers. A reading comprehension sys-
tem measures the similarity between questions and answers by matching with

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 190–201, 2005.
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different features. Features can be as simple as bag-of-words or bag-of-verbs [7],
[12], [5]. In related work such as the TREC QA systems, syntactic and semantic
features that have been applied include syntactic parse trees, dependencies and
predicate-argument structures [4], [9]. However, syntactic and semantic features
are not broadly used for reading comprehension tests.

In this paper, we have developed a reading comprehension system that uses
syntactic features in an attempt to improve the accuracy. Syntactic features are
represented by verb dependencies in our system. As Allen described in [1], the
context-independent meaning of a sentence can be represented by logical forms,
which can be captured using relationships between verbs and noun phrases.
In this paper, verb dependencies are defined as lexical dependencies in which
the heads of dependencies are verbs. We apply verb dependencies to handle
ambiguities among candidate sentences when a reading comprehension approach
(e.g. BOW matching) cannot discriminate among multiple candidate sentences.
We believe that matching with syntactic features like verb dependencies can
perform better selection among candidate answers than the simple approach of
BOW matching.

In addition, this paper reports our first attempt in developing a Chinese
reading comprehension system. We begin by collecting the ChungHwa corpus,
which is a bilingual corpus both in English and Chinese.

2 Related Work

In 1999, a group at MITRE developed a reading comprehension system, Deep
Read [7]. This system used the bag-of-words (BOW) matching and automated
linguistic processing to achieve 36% HumSent1 accuracy in the Remedia test set
[7]. The system applied linguistic processing such as stemming, named entity
(NE) recognition, named entity filtering, semantic class identification and pro-
noun resolution. If multiple candidate sentences contain the maximum number
of matching words in BOW matching, the first (earliest occurrence) candidate
sentence will be returned as the final answer.

Riloff and Thelen [12] developed a rule-based system called Quarc and achieved
39.7% HumSent accuracy in the Remedia test set. Quarc used not only BOW
matching but also a number of heuristic rules that look for lexical and semantic
clues in the questions and stories. For example, the WHERE rule,

if contain(S, LOCATION), then Score(S)+=6,

can be interpreted as the following: for where questions, if a candidate sentence
contains LOCATION, this rule will reward the candidate sentences with 6 points.

1 By comparing the system answers with the human marked answers, the percentage
of correct answers is used as HumSent accuracy. In other words, if the system’s
answer sentence is identical to the corresponding human marked answer sentence,
this question scores one point. Otherwise, the system scores no point. HumSent
accuracy is the average score across all questions.
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Charniak et al. [5] used bag-of-verbs (BOV) matching, “Qspecific” tech-
niques, named entities, etc. to achieve 41% HumSent accuracy. The BOV match-
ing is a variation of BOW matching in which only verbs are examined instead
of all non-stop words. The “Qspecific” techniques use different strategies for
different questions. For example, the following is one of the strategies for why
questions.

If the first word of the matching sentence is “this”, “that”, “these” or
“those”, select the previous sentence.

Ng et al. [11] used a machine-learning approach (C5 learning algorithm) to
determine if a candidate sentence is the answer to a question based on 20 fea-
tures such as “Sentence-contains-Person”, “Sentence-is-Title” etc. This approach
achieves 39.3% HumSent accuracy.

As mentioned above, some of the previous work assumed that there is a
high degree of overlap between the words used in a question and those used
in its correct answer. In our approach, we assume that there is a structural
overlap between the syntactic structure of a question and that of the correct
answer. Syntactic structures are not commonly used in previous work for reading
comprehension tests. In this paper, the impact of applying syntactic structure
is examined.

In addition, some rules or features [11], [12] have been applied based on the
observation in the training corpus. For example, the dateline (the line that shows
the date when the story happened) in a Remedia story can be the answer to a
question. Riloff and Thelen [12] applied dateline rules to handle the dateline.
For example:

if contain(Q, story), then Score(DATELINE)+=20

can be interpreted as the following: for where and when questions, if a question
contains “story”, this rule will reward the dateline with 20 points. In addition,
Ng et al. [11] used “Sentence-is-Dateline” as a feature in their machine-learning
approach. Such corpus-specific technologies do not have impact on the corpus
that does not have datelines. In our first attempt, corpus-specific technologies
are not involved. We applied a general approach that is corpus-independent.

3 Verb Dependencies

In the current work, verb dependencies are used to represent the syntactic struc-
tures of sentences. They can be used as auxiliary information to perform match-
ing based on BOW matching. Verb dependencies can be obtained from parse
trees of sentences. In the study of parsing technologies, lexical dependencies
have been used to handle ambiguities among parse tree outputs by a PCFGs
parser [6]. Research in parsing technologies [6] shows the power of lexical de-
pendencies in improving the performance of a parser. For the same reason, if
reading comprehension approaches (e.g. BOW matching) cannot discriminate
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among multiple candidate sentences, lexical dependencies can also be used to
handle ambiguities among candidate sentences.

In the work of Collins [6], the author defines a dependency as a relation
between two words in a sentence (a modifier and a head), written in:

< modifier → head > .

If the head of a dependency is verb, we refer this type of dependency verb
dependency. Dependencies can be extracted from syntactic parse trees according
to the work of Collins [6]. Fig. 1, Fig. 2 and Fig. 3 show the parse trees of the
following question and candidate sentences respectively:

What is the new machine called?
A new machine has been made.
The machine is called a typewriter.

SQ(is)

WHNP(What)

What/WP is/VBZ

SBAR(is)

NP(machine)

NP(machine)

the/DT

VP(called)

called/VBNmachine/NNnew/JJ

Fig. 1. The parse tree of “What is the new machine called?”

S(have)
NPB(machine) VP(has)

A/DT new/JJ machine/NN
has/VBZ VP(been)

been/VBN made/VBN

Fig. 2. The parse tree of “A new machine has been made”

S(is)
NPB(machine)

The/DT machine/NN

VP(is)
is/VBZ VP(called)

called/VBN S(typewriter)
NPB(typewriter)

a/DT typewriter/NN

Fig. 3. The parse tree of “The machine is called a typewriter”

These parse trees are lexicalized parse trees since each node in the trees have
a label and a headword. The label indicates a syntactic category (e.g. SBAR,
NP and VP in Fig. 1). The headword is defined as the prime constituent of a
phrase or sentence [2]. For example, the headword of a noun phrase is the noun;
that of a verb phrase is the verb. Hence the headword of the noun phrase “a
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new machine” in Fig. 2 is “machine”. Remaining words in the phrase or sentence
are regarded as the left or right modifiers of the headword. More specifically, a
context-free grammar rule may be represented as:

p → ln . . . l1hr1 . . . rm,

where p is the parent non-terminal, h is the head child of p, li and ri are the
left and right modifiers of h respectively. If h is a non-terminal, the headword
of p is the headword of h. If h is a terminal, the headword of p is h. We use
the guidelines described by Collins [6] in determining the head constituent in
a context-free rule. The procedure of assigning every non-terminal (every non-
leave node in parse trees) a headword is called lexicalization [6]. An edge in parse
trees involves two nodes: a child node and a parent node. A dependency can be
written as:

< hc → hp >,

where hc is the headword of the child node, hp is the headword of the parent
node, hc is not identical to hp. For the root node in a parse tree, a dependency
can be written as:

< hr → TOP >,

where hr is the headword of the root node. Only the dependencies whose hp or
hr are verbs are selected as verb dependencies. We call this selection process verb
dependency extraction. The corresponding verb dependencies of parse trees in
Fig. 1, Fig. 2, and Fig. 3 can be found in Table 1. In this paper, two dependencies
match if and only if they are identical.

In BOW matching, if the system returns an incorrect answer, one of the
following two cases happens.

– The incorrect answer has a greater number of matching words than the
correct answer.

– The incorrect answer and the correct answer have an equal number of match-
ing words but the incorrect answer appears earlier in the document.

Therefore, we can use verb dependencies to distinguish the correct answers
from the incorrect answers. For example:

Question: What is the new machine called?
BOW: {be machine new call}
Suppose there are two candidate sentences that have the greatest number of

matching words. The matching words in the candidate sentences are displayed
in italic in the following:

Candidate sentence 1: A new machine has been made.
BOW: {be machine new has make}
Candidate sentence 2: The machine is called a typewriter.
BOW: {be call machine typewriter}
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Table 1. Verb dependencies for the syntactic parse trees in Fig. 1, Fig. 2, and Fig. 3

Verb dependencies for the parse
tree in Fig. 1

{<what→be>, <machine→be>, <be→TOP>}

Verb dependencies for the parse
tree in Fig. 2

{<machine→have>, <be→have>, <make→be>,
<have→TOP>}

Verb dependencies for the parse
tree in Fig. 3

{<machine→be>, <call→be>,
<typewriter→call>, <be→TOP>}

Both candidate sentences have the maximum number (three) of matching
words among all candidate sentences. The parse trees of the question and two
candidate sentences are shown in Fig. 1, Fig. 2, and Fig. 3 respectively. Their
corresponding verb dependencies are shown in Table 1.

The candidate sentence 2 (see Fig. 3) has the maximum number of matching
dependencies against the question. Verb dependency matching selects candidate
sentence 2 as the final answer, which is the true answer in this example.

4 The Reading Comprehension System

The flow chart of our reading comprehension system is shown in Fig. 4. In our
current system, six processes are applied to identify different types of informa-
tion in the story sentences and questions. These six processes are part-of-speech
(POS) tagging, stemming, named entity recognition (NER), pronoun resolution,
syntactic parsing and verb dependency extraction. Three out of the six processes
are implemented by the use of natural language processing tools.

– The Brill POS tagger [3] is applied to perform POS tagging.
– A C programming language function (morphstr) provided by WordNet [10] is

used to find the base form of nouns and verbs. This process is our stemming
process.

– The Collins’ parser [6] is applied to obtain the syntactic parse trees of sen-
tences. This is the syntactic parsing process.

In addition, named entity recognition and pronoun resolution are not imple-
mented in current system. We applied the named entity information and the
pronoun resolution information that have been annotated in the corpus. These
two processes will be studied in our future work. Further more, we followed
the method described in Sect. 3 to implement the process of verb dependency
extraction.

With these six processes, syntactic and semantic information is obtained to
enrich the document sentences and questions. Such enrichment is used by the
answering engine to retrieve the answer to a given question.
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Fig. 4. The flow chart of our reading comprehension system

4.1 Answering Engine

The answering engine applied four technologies to find answers. They are BOW
matching, named entity filtering, pronoun resolution and verb dependency match-
ing. We use BOW matching as the baseline. Other three technologies are com-
bined into the baseline incrementally to examine their impact.

BOW Matching. Each sentence in the story is regarded as a word set. BOW
matching is conducted between the question word set and the candidate answer
word set. Referring [7], a BOW matching system “measures the match by size
of the intersection of the two word sets”. If multiple candidate sentences contain
the maximum number of matching words, the candidate sentence that appeared
earlier is returned as the answer. Stop words in the word sets are removed before
matching. The stop word list contains 16 words. They are: the, of, a, an, it, and,
or, do, what, where, why, who, how, when, which, all. In addition, the nouns
and verbs in the BOW are replaced by their base forms, which are the outputs
of the stemming process.

Named Entity Filtering. Five named entity types (PERSON, ORGANIZA-
TION, TIME, DATE and LOCATION) are used to perform answers filtering for
three types of questions (who, where, when). The relationships are listed as the
following [7]:

– For who questions, a candidate sentence that contains PERSON or ORGA-
NIZATION is assigned higher priority.
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– For where questions, a candidate sentence that contains LOCATION is as-
signed higher priority.

– For when questions, a candidate sentence that contains TIME or DATE is
assigned higher priority.

Pronoun Resolution. For pronoun resolution, we replace five pronouns (he,
him, his, she and her) with their referents in the word sets of candidate sentences
and questions for BOW matching. In addition, other pronouns (e.g. their, them,
they, you, your, it, etc.) and noun phrase referents are also annotated in the
corpus. The system also examines the impact when all pronouns and noun phrase
are replaced with their referents beside the above mentioned five pronouns.

Verb Dependency Matching. Verb dependencies are extracted according to
the process in Sect. 3. Just like words in the word sets of questions and candidate
sentences, verb dependencies are inserted into the corresponding word sets for
matching.

5 Corpora

5.1 The Remedia Corpus

The Remedia corpus has been used by many researchers in previous work [5],
[7], [11], [12]. It is published by Remedia Corporation. MITRE Corporation has
annotated named entities, co-reference of pronouns and noun phrase anaphor
and the true answer sentences on this corpus [7]. The corpus contains 55 training
stories and 60 testing stories. Each story contains 20 sentences on average. There
are about 20K words in this data set. For each story, five types of questions are
asked: who, what, when, where and why question. Within the 60 test stories, there
are 59 who questions, 61 what questions, 60 when questions, 60 where questions
and 60 why questions. In total, 300 questions are asked in the Remedia test set.
In each story, the first line is the title; the second line is the dateline. Other lines
are story sentences.

5.2 The ChungHwa Corpus

The ChungHwa corpus comes from a bilingual book, “English Reading Com-
prehension in 100 days” which is published by Chung Hwa Book Co.,(H.K.)
Ltd. This corpus contains 100 reading comprehension stories both in English
and Chinese. The following domains are covered in the corpus: the English lan-
guage, tourism, culture and society, sports, history and geography, arts, litera-
ture, economy and business, science and technology. We reserve 50 documents
as the training set and the other 50 documents as the test set. The average num-
ber of sentences of each document is 9 (varies from 4 to 18). There are about
18K English words and 17K Chinese characters in the ChungHwa corpus. Each
document has four questions on average. A linguistic was asked to annotate the
named entities, anaphor referents and answer sentences for each document.
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Table 2. A sample story from the ChungHwa corpus with an English story and its
questions as well as a Chinese story and its questions

Imagine this: you have just won a competition, and the prize is an English language
course at a famous school in Britain or the United States. You can either take a 30-
week course for four hours a week, or a four-week course for 30 hours a week. Which
one should you choose? . . .
If you win a competition, what may be the prize?
What may be the two kinds of courses?
What is the advantage and disadvantage of the long course?

Table 2 shows a sample story from the ChungHwa corpus both in English
and in Chinese. Within the 50 test stories, there are 16 who questions, 98 what
questions, 7 when questions, 17 where questions, 11 why questions, 10 yes/no
questions, 10 how many questions and 25 how questions. In total, 194 questions
are asked in the ChungHwa test set.

6 Experimental Results

For English stories, BOW matching, named entity filtering, pronoun resolution
and verb dependency matching are applied step by step to examine the impact
of each technology. The results are shown in Table 3 and Table 4 for the Reme-
dia corpus and the ChungHwa corpus (the English part) respectively. For the
purpose of comparison with previous work, the results in Table 3 and Table 4
are shown with HumSent accuracies. The abbreviations of different technologies
are listed below:

– BOW: bag-of-words matching
– PR: the referents of he, him, his, she and her are resolved
– AA: all anaphors include pronouns in PR, other pronouns (e.g. their, them,

they, you, your, it, etc.) and noun phrases anaphors are resolved
– NEF: named entity filtering
– VD: verb dependency matching

The Deep Read system achieved 29% and 36% HumSent accuracy with BOW
and BOW+PR+NEF respectively [7]. With the same technologies, our results
are comparable to the results of Deep Read system. The difference may caused
by different stop words list and stemming process.

As our first attempt on the ChungHwa Chinese stories, BOW, PR and AA
have been applied. Currently, a Chinese syntactic parser is not available in our
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Table 3. Detail results by using different technologies on the Remedia test set

BOW BOW+PR BOW+PR+NEF BOW+AA+NEF BOW+AA+NEF+VD
Who 34% 37% 49% 51% 54%
What 31% 33% 33% 33% 33%
When 33% 37% 60% 62% 62%
Where 28% 32% 28% 30% 30%
Why 15% 18% 18% 22% 23%
Overall 28% 31% 38% 39% 40%

Table 4. Overall results by using different technologies on the ChungHwa test set in
English

BOW BOW+PR BOW+PR+NEF BOW+AA+NEF BOW+AA+NEF+VD
Overall 67% 68% 68% 68% 68%

system. So the verb dependencies of Chinese are not used in our experiments. Our
system achieved 69%, 69% and 70% HumSent accuracy with BOW, BOW+PR
and BOW+AA respectively. Since the Chinese character segmentation has been
annotated in the corpus, we simply use the segmentation annotation instead
applying a segmentation tool in current study. PR for Chinese only focuses on

Named entity filtering technology is not used for the Chinese part because
we do not have a question classification for Chinese questions. Questions can be
more complicated in Chinese to ask time, location and person. Without these
three classes, the corresponding named entities cannot be used to perform named
entity filtering. We will study question classification and Chinese parsing in our
future work.

7 Discussion

In Table 3, our general approach achieved 40% HumSent accuracy, which is
comparable to the state of the art, 41% [5]. After applying VD, our system
can improve 1%. To further analyze the result, we performed VD alone on the
Remedia test set and studied the verb dependency matching situation in the true
answer and its question for all 300 questions. We only found that 79 questions
have matching verb dependencies against their true answers. That means the
accuracy upper-bound is 79/300 = 26.3% when VD is applied alone. Moreover,
74 out of 79 questions can be correctly answered by BOW+AA+NEF. Therefore,
the improvement upper-bound using VD is (79-74)/300 = 1.67%. The limited
coverage and improvement room of VD lead to the insignificant improvement.

In Table 3, the accuracies increase for who and when questions after applying
NEF. However, the accuracy drops from 32% to 28% for where questions. After
manually analyzing the Remedia training set, we found that not all LOCATION
tags are recognized. For example:
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Question: Where do these sea animals live?
True answer: She was born in a sea animal park called Sea World.
System returned answer: (ORLANDO, FLORIDA, September, 1985) -

In this example, the system returned answer is wrong. “A sea animal park” in
the true answer is not tagged as LOCATION. On the other hand, “ORLANDO,
FLORIDA” is tagged as LOCATION. Even though the true answer has the
maximum number of matching words against the question, the named entity
filtering process gave higher priority to the sentence:

(ORLANDO, FLORIDA, September, 1985) -.

The insufficient LOCATION tags in the Remedia corpus lead to the decrease
of accuracy of where questions.

When manually analyzing the Remedia training set, we found that inference
technology and world knowledge are helpful in answering about one third of
questions. For example:

Question: Who had a baby at Sea World?
True answer: Baby Shamu’s mother is named Kandu.
System returned answer: The workers at Sea World will watch Baby
Shamu each day and make notes.

In this example, the true answer has no matching words against the question.
In order to answer the question correctly, the system must know that the one
who had a baby is a mother.

For the ChungHwa English stories, the overall accuracies are greater than
those of the Remedia corpus. After manually analyzing the ChungHwa training
set, we found that questions in ChungHwa corpus tend to use the same words
that used in their corresponding answers. That causes the baseline (BOW match-
ing) result is higher than the result obtained from the Remedia corpus. With a
higher baseline result, the improvement made by PR, AA, NEF and VD is not
obvious.

8 Conclusion

In this paper, we describe a reading comprehension system. This system can
return a sentence in a given document as the answer to a given question. This
system applies BOW matching approach as the baseline and combines three
technologies to improve the result. These technologies include named entity fil-
tering, pronoun resolution and verb dependency matching. By applying these
technologies, our system achieved 40% HumSent accuracy on the Remedia test
set. Specifically, our system brings in verb dependencies that can be derived
from syntactic parses which is not used in previous reading comprehension sys-
tems. The verb dependency matching does not lead to significant improvement
because of its limited coverage and improvement room. In addition, we have de-
veloped a new bilingual corpus, ChungHwa corpus. The evaluation result on the
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English corpus is 68% HumSent accuracy and on Chinese corpus is 69% Hum-
Sent accuracy. In our future work, named entity recognition approaches and
pronoun resolution approaches will be studied for English reading comprehen-
sion. Moreover, Chinese question classification approaches and Chinese parsing
technologies will be studied for Chinese reading comprehension.
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Abstract.  In this paper we first present a brief introduction of the Sense Matrix 
Model (SMM), which employs a word-sense matrix representation of text for 
information retrieval, and then a discussion about one of the document trans-
form techniques introduced by the model, namely discrete cosine transform 
(DCT) on document matrices and vectors. A first system implementation along 
with its experimental results is discussed, which provides marginal to medium 
improvements and validates the potential of DCT. 

1   Introduction 

Due to the extreme variety and complexity of language use, current text information 
retrieval models deal with only very simple aspects of linguistic constructs, and the 
modeling of “deep structures” of text that are related to meaning and understanding is 
still a very weak (or missing) aspect. Further improvements of retrieval effectiveness 
necessitate such semantic aspects to be eventually taken into account. As the first 
step, much work has been done in the research of meaning (or concept) based re-
trieval, with major efforts devoted to approaches with word sense explicitly incorpo-
rated (e.g., Sussna 1993, Vooehees 1993). But such attempts have not resulted in 
significantly better retrieval performance (Stokeo et al 2003), partially due to the 
insufficiency in word sense discrimination and representation. 

A well-known fundamental problem of IR models using index-term based text rep-
resentations is the polysemy and synonymy issues (Kowalski and Maybury 2000), 
which has plagued IR research over the years. Synonymy decreases recall and 
polysemy decreases precision, leading to poor overall retrieval performance. For 
example, the vector-space model or VSM (Salton and Lest 1968, Salton 1971), so far 
the most widely used, may suffer from the problem of word-by-word match. Usually 
the synonymy issue is tackled using some “semantic” categories (word clusters) as 
index terms so that synonymous words are of the same category, which is a recall 
enhancement method to compensate the precise word-matching retrieval. Some data 
analysis techniques, such as LSI (Deerwester et al 1990) using “latent” semantic cate-
gories (statistical word groups) may also be incorporated into VSM, which helps the 
synonymy problem significantly in some cases (but may also lead to limited effec-
tiveness for the polysemy problem), though the resulting approaches usually have 
nothing to do with true meaning of documents. 
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An alternative to term-based VSM is to directly use senses (or concepts) for text 
indexing, sometimes termed “sense/semantic VSMs”. Note that the precursor of 
VSM, a “notion space” introduced by Luhn (1957), was actually a VSM in a concept 
space. Such a text representation could be language-independent. And if documents 
were represented in a sense vector space, then cross-lingual IR could be carried in a 
straightforward manner. But a common problem for the sense/concept (or any other 
semantic category) based indexing and retrieval approaches is that there is not a 
common system of concepts for indexing and retrieval, and hence no agreement be-
tween the semantic representation of documents and queries.  

In our recent research, we considered the possibility of combining the strength of 
term-VSM and sense-VSM in a more comprehensive text representation. We pro-
posed a new document representation, where instead of an array of term (or sense) 
weights, a document is represented by a matrix of term-by-sense weights, which leads 
to a matrix-based model, called a “sense matrix model” (SMM) for information re-
trieval (Swen 2003). The model provides a framework in which many matrix proper-
ties and computation techniques can be introduced or developed for IR, and similarity 
measures can be properly defined by matrix norms or other attributes. The model also 
introduces novel techniques for document transformation using well-developed data 
analysis techniques such as multiway array decomposition and discrete cosine trans-
form (DCT). 

In the next section we present an outline of the major points of SMM. Section 3 in-
troduces DCT on document vectors and matrices. Section 4 describes our DCT im-
plementation and experimental results. A summary is presented in section 5. 

2   A Sense Matrix Model for IR 

We start from the point of view of the “semantic triangle” (Ogden and Richards 1930) 
as an illustration of the fundamental problem of IR (despite its known insufficiencies 
in semantics study). The following figure is an “augmented semantic triangle” as we 
apply it to IR (details of the triangle model will not be elaborated here).   

Referent
(documents) 

Senses 

Terms 

symbolizes refers to 

stands for Symbol
(query) 

Thought
(info need)

   language-independentlanguage-dependent  

Fig. 1. “Augmented” Semantic Triangle appliced to IR 

In this model, the three ends of refrent/thing, thought/concept and symbol/word 
form a triangle, with the edge being the suggested relations. Note that there is no a 
direct association between symbols (here our info queries) and things (relevant docu-
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ments). The “internal process” in IR is needs ? words ? docs, where uncertainty is 
inevitably introduced in the indirection. The problem may be largely attributed to the 
fact of irregular many-to-many mapping from words to senses. As a whole, the map-
ping from words and senses in any natural language is in an irregular manner. 

In reality, such an irregularity must be admitted and represented in some way. Our 
basic idea to explicitly introduce both words and senses in the document representa-
tion then follows quite naturally, namely, 

document D ==> term set × sense set (with weights) 

Here ==> stands for reduction. A straightforward manner to make use of such 
combined information in an IR formalism is that we should collect all the terms along 
with the senses they may or actually have in the document, and then index the docu-
ment by a term-sense network for retrieval, 

doc ==> word-sense net D  
query==> word-sense net Q 

This network relationship of words and senses may be further represented by a ma-
trix of index-term by sense weights, resulting in a matrix representation of documents.  
A document collection is then represented as a term-sense-document space: 

 
document 

term 

sense 

D·, ·, k 

 

Fig. 2. The Term-Sense-Document Space DI×J×K 

In this space a sense becomes a term-by-document matrix (and hence the name 
SMM). Clearly, such a matrix-based retrieval model is a “sense expansion” of VSM: 
VSM’s document vector of term weights is “expanded” or “split” (distributed) along 
the sense direction (with or without appropriate sense weighting of each term). An 
immediate consequence is that documents and queries sharing no common terms may 
still get matched if they share a few common senses and if appropriate similarity 
measures can be constructed. 

2.1   Measure of Matrix Similarity 

There are several possible methods to evaluate the similarity between document ma-
trices. Since matrices are vectors with more restrictions, norms for a matrix space can 
be defined. For any matrix norm, we may define the matrix distance by 

match(D, Q) 
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 ( , )d A B A B=  . (1) 

The concept of “angle” between matrices may also be introduced in correspon-
dence to vector angle. First, we may introduce a “normalized distance”, namely, dis-
tance between normalized matrices: 

 norm( , ) 2
A B

d A B
A B

=  . (2) 

Then a correct angle may be defined: 

 2
norm def norm

1
cos ( , ) 1 ( , )

4
A B d A B=  . (3) 

It is easy to verify that when F-norm is used and the document matrices are vec-
tors, this angle is proportional to the standard vector angle: 

 ( )norm VSM
1

cos ( , ) 1 cos ( , )
2

= +q d q d  . (4) 

Secondly, also note that we may define 

 cos ( , )
AB

A B
A B

=  (5) 

to be the cosine of the “angle” between any two multipliable matrices A and B, based 
on the compatibility condition of matrix norms: AB A B , which ensures 

that matrices may be multiplied by vectors and the resulting vectors must also pre-
serve the defining conditions of vector norms. This definition generally holds for any 
multipliable matrices. However, to our document matrix, there are two different pos-
sible definitions of matrix angles: 

 
T

1 2
1 2

1 2
cos ( , )

D D
D D

D D
=  ,   

T
1 2

1 2
1 2

cos ( , )
D D

D D
D D

= , (6) 

where T
1 2D D  is the term-term correlation via senses, and T

1 2D D  is the sense-

sense correlation via terms. Hence there would be two models concerning the sense 
matrix angle similarity, namely, 

 
T

SMM
|| ||

sim ( , ) cos ( , )
|| || || ||

k k
i k kk k

k k

D D
D D D D

D D
= =  , (7) 

 
T

SMM
|| ||

sim ( , ) cos ( , )
|| || || ||

k k
n k kk k

k k

D D
D D D D

D D
= =  . (8) 

These are some of the options SMM provides for specific implementations. Other 
more possibilities of similarity measures may also be available according to specific 
measurability (Swen 2003). For example, if we prefer measuring the similarity be-
tween the reduced sense vectors, we would have 
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rs k k
k V Vk

D D
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where 1
,

|| ||V ij
i j

A A=  is a  pseudo norm. 

2.2   Simpler SMM Cases 

SMM can be tailored in various forms, including a few simpler and straightforward 
applicable cases. 

Unary SMM. The simplest SMM, where only one sense (say, “relevance degree”) is 
defined for all index terms, and the document representation is n-by-1 matrix, namely 
a vector of single-sense weights. 

Binary SMM. In this case, there are only two senses for all terms, with the sense set 
being, e.g., {+/– relevant} or {positivity, negativity}. Assume that a term ti has a 
probability pi to be relevant for one case, then the probability of being the other case 
is qi = 1 – pi. The document matrix of a binary SMM then takes the form as follows: 

 

1 11 1

2 2 2 2

(1 )

(1 )

(1 )N N N N

p wp w

p w p w
D

p w p w

=
 , (10) 

where wi is the VSM weight of term ti. Binary SMM “splits” the term weights of 
VSM into two components according to a further importance assignment method, 
which provides for additional flexibility. { pi } is the adjustable parameter set and 
should be determined in specific applications (e.g., a prior probability distribution). 

POS SMM. The “top-most” senses of words are arguably the words’ part-of-speeches. 
A “part-of-speech SMM” in which the sense dimensions are the part-of-speeches of 
terms may be constructed. It corresponds to splitting the VSM term weights into the 
weights of a term’s part-of-speeches. 

When the input text is POS tagged, there are 2 ways to determine the matrix ele-
ments. The simple one it to index each <Word/POS> pair as a VSM term, but record 
the matrix correspondence (otherwise it would result in a “POS VSM” with greatly 
restricted terms). The standard VSM term weightings are directly applicable to these 
tagged terms. The other way is to split the VSM weights with POS distributions, 
where the document matrix of takes the form 

 

1,1 1 1, 1

2,1 2 2, 2

,1 ,

m

m

N N N m N

p w p w

p w p w
D

p w p w

=  , (11) 

where m is the number of part-of-speeches adopted and N is the term number in the 
collection. The pi, j parameter may be estimated to be the frequency of the jth POS of 
word i in document D. The advantage of this method is that for simple applications, 
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the { pi, j } parameters may be set to the POS probability distribution of words in the 
collection be considered (instead of being computed for each document). 

Since current POS tagging has succeeded considerably, the weighting of POS 
SMM’s “senses” can be expected to be effective and robust. 

When more realistic word senses beyond part-of-speeches are incorporated into 
SMM, an important issue is how to determine the values of the term-sense matrix 
elements for various senses, which we call sense weighting, corresponding VSM term 
weighting. 

2.3   Other Applications 

SMM is usable to a wide range of applications where VSM is commonly used, with 
additional features. First, we note that some of the similarity measures of SMM can 
be “neutral” to the index terms so long that document matrices with multipliable sense 
dimensions are used, which means that SMM has the ability to compare documents in 
different languages. Advantages include: 

� No translation processing is needed; 
� No requirement of any “parallel” (or comparable) bilingual corpora to be used as 

“training data”; 
� No restriction on the number of languages involved. 

For example, if we have the matrices of two documents ACh and BEn in Chinese and 
English respectively, then we can immediately compute their “cosine” similarity in 
SMM: 

 
T

Ch En 1
Ch En

Ch En 11
sim( , ) V

VV
=

A B
A B

A B
 . (12) 

There is no necessary for a preprocessing of English-to-Chinese translation (or vice 
versa). The correlation matrix T

Ch EnA B  is sufficient for estimating the intensity of 
correlation (via senses) between English and Chinese words in any document pairs. 
The only prerequisite is that: each language involved should be indexed with the same 
or convertible sense set (and in the same order).  Studies from multi-lingual WordNet 
seem to suggest the hypothesis that the cognitive semantic structures of human lan-
guage are largely common is prevailing. Thus such a cross-lingual sense set is possible. 

Using SMM for cross-lingual text filtering is also in the same principle, where the 
documents and user profiles can be in different languages but with compatible sense 
set. SMM is also useful for multilingual text classification (clustering or categoriza-
tion). On the other hand, like VSM, SMM with some similarity measures may be 
limited to monolingual cases. 

As with standard pattern recognition, most of the existing text classification meth-
ods are based on VSM. Many of existing methods can be adapted to use with SMM 
by simply modifying the similarity measures. For example, clustering using a docu-
ment-document similarity matrix sim(Dk, Dk') for non-incremental clustering is di-
rectly adaptable to SMM. An SMM version of the kNN method is also available, 
using the matrix distance measure to determine the k nearest neighbors and to let them 
vote for the class of the input sample. 
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The SVM (support vector machine) categorization method may be modified to 
work with the matrix documents. To achieve an “SMM based SVM”, we simply re-
place the decision function and the VSM-based SVM kernel 

 ( , ) ( )t tK d d f d d=  ,   ( )y x w x b= +  , (13) 

to their SMM versions 

 T T( ) tr try b b= + = +X W X WX  ,    T( , ) (tr )t tK f=D D DD  . (14) 

In this way, we treat the matrix data as a (restricted) vector in the “flattened space”. 

2.4   Document Transformation 

Documents represented as 1-way or 2-way array data can be transformed for specific 
purposes. In text retrieval, we normally first reduce noise from the data, e.g., docu-
ment preprocessing to eliminate stop words, terms of extreme low frequency, format 
elements, etc. There is, however, another kind of noise due to the inter-correlation 
among features (indexing terms), which cannot be reduced by preprocessing. In this 
case, some appropriate data transforms may be applied to extract independent or less 
correlated elements (or factors), and to suppress elements of very low intensity. The 
fundamental important issue is to reduce the data samples to a simpler common space 
to construct the reduced representation. In this paper we introduce two kinds of 
document transformation, namely MAD (Multiway Array Decomposition) and DCT 
(Discrete Cosine Transform) for text retrieval. 

We first discuss using MAD for SMM. The DCT is to be discussed in the later 
sections. 

SMM with MAD. Dimensionality reduction is a common practice in multiway data 
analysis (Kiers 2000). The term-sense-document data set of SMM is a good candidate 
to perform such an analysis. To reduce the “side effects” of the sense independence 
simplification, truly independent components can be derived via techniques devel-
oped in factor analysis. A commonly used data analysis method is orthogonal decom-
position of multiway arrays. It is used to reduce the dimensionality of data representa-
tions, leading to compact data space and reduced noise effects. For this purpose, a 
generalized E-Y decomposition of the term-sense-document “3-way array” is applica-
ble (Sidiropoulos and Bro 2000): 

 
, , , , ,

F

i j k f i f j f k f
f

D t s d=  ,     
, , ,, , , ,

1 1 1

t s dN N N

f i f j f kf i f j f k f f
i j k

t t s s d d
= = =

= = =  . (15) 

Nt,s,d are the numbers of terms, senses and documents in the collection respectively, 
and  is the Kronecker symbol. These orthogonal column vectors are notated as ti, sj, 
dk respectively. Such decomposition may be illustrated as follows: 
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Fig. 3. Three-Way Array Decomposition 

The largest possible F is called the rank of D, rank(D). For F'  F,  

( )
, , ,, ,

F
F

f i f j f k fi j k
f

D t s d=  is commonly used as an approximation of the original 3-

way array to D (under some conditions, e.g., the leas-squares). 
The above result can be used to establish a dimensionality reduction model for 

SMM. First we introduce two quantities, 

 , , , , ,
1

f k f i f j i j k
fi j
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f f

d d D=  . (16) 

The reduced matrices over the F-space of an original document Dk and query Q are 

 ,, , ,
ˆ

f f kf f k f f kD d d=      s.t.    
2 2

, , , , FF
ˆ
k kD D= ,    

2 2
FF

Q̂ Q=  . (17) 

It is easy to see that SMM/MAD is quite different from LSI (Deerwester et al 1990), 
though the purpose looks similar. In LSI, term correlation is solely based on term co-
occurrence. The “latent semantic” of a term is actually a (weighted) average of the 
different senses of the term, and thus the term correlation in LSI may reduce the 
search quality when the actual sense of a query term differs from its average meaning. 
In SMM/MAD, the sense dimensions add a more stable association between terms 
and documents. On the other hand, when using existing PARAFAC implementation 
of the decomposition, one could expect the computational overhead of SMM/MAD to 
be significantly larger than LSI. Since the document matrices are highly sparse, more 
efficient and/or approximate decomposition algorithms could be introduced for this 
specific case. 

3   DCT on Documents 

The discrete cosine transform, developed by Ahmed et al (Ahmed et al 1983), is a 
close relative of the discrete Fourier transform (DFT), and is widely used in image 
compressing coding, such as JPEG, MPEG, H.261 (video telephony), etc. In DCT, the 



210 B. Swen 

 

reduced common space is the (discrete) “frequency space” (as opposed to the original 
“coordinate space”, with the dimensions being frequency components (0, , 2 ,     
3 , ...). Its effect is to get the low-frequency and/or high-intensity principal compo-
nents. The transform may be applied on vectors, matrices, or other multi-way arrays 
of fixed dimensions. 

VSM with DCT. The 1-dimensional DCT operates on an n-dimensional feature term 
vector d is 

 

1 1 1
...

2 2 2
1 3 2 1

cos cos ... cos2ˆ 2 2 2( )  ,      ( )

1 3( 1) ( 1)(2 1)
cos cos ... cos

2 2 2 n n

n
n n nTn Tn

n

n n n n
n n n ×

= =d d  (18) 

or written in expanded form, 
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n

i j
j

i j
d c i d c i i i n i n

n n n=

+
= = = =  

(19) 

The transformed vector (with components in the frequency space) has a property 
that elements of higher intensity occur first from lower dimension positions, including 
the “direct current component” (frequency = 0), components of 1, 2, ... times fre-
quency, such that most high-frequency components will have very small values. 

It is easy to verify that T is an orthogonal transform:  

 T T( ) ( ) ( ) ( ) 1T n T n T n T n= =  . (20) 

Therefore ˆ =d d , sim(d1, d2) = sim( 1d̂ , 2d̂ ). The inverse transform, inverse dis-

crete cosine transform (IDCT), is thus 

 1 ˆ( )T n=d d ,    
1

0

(2 1) ˆ( )cos
2

n

i j
j

i j
d c j d

n=

+
=  . (21) 

To suppress vector components of low intensity, a quantization processing is ap-
plied on the transformed vector: 

 
1 ˆround
q

=d d  (22) 

where q is the quantization constant (usually an integer, but float numbers may be 
used for our system). A quantization using a single constant to divide all vector ele-
ments is called a uniform quantization. A non-uniform quantization uses different 
constants on different elements, 



 Sense Matrix Model and Discrete Cosine Transform 211 

 

 ( )
1

1ˆround ,     

0
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q

Q Q

q

= =d d
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Some elements of (q1, q2, …, qn) may be the same. We call such a quantization fac-
tor list a quantization table. 

When documents are transformed, similarity measure is then computed using the 
DCT’ed and quantized vectors,  1 2 1 2 1 2sim( , ) cos ( , ) cos ( , )=d d d d d d . 

SMM with DCT. As with image compression, the 2-d document matrices of SMM 
are appropriate objects for DCT processing. The 2-dimensional DCT operates on a 
document term-sense matrix D, defined as follows: 

 Tˆ ( ) ( )T I T J=D D  ,    , ,
term sense

1 ˆroundi j i jq q
=D D  , (24) 

where two quantization factors or tables for the term and sense dimensions are used. 
The transformed matrix has the property that elements of higher intensity occur 

from the upper left corner of lower frequencies, and most high-frequency matrix ele-
ment have small values. Similarity measures are then computed for the quantized 
document matrices:  1 2 1 2 1 2sim( , ) cos ( , ) cos ( , )=D D D D D D . 

4   Document DCT Experiments 

The DCT on document vectors was one of the first SMM features tested in our re-
search (other tests including some unary SMM cases). We have so far tried the DCT 
method on the standard test collections that come with SMART version 11 (SMART 
1992). These test sets would reflect at least partially the actual effects introduced by 
document DCT. Comparison experiments were made to show the differences between 
the DCT extension and the original output. To keep the comparison simple, a very 
simple quantization table was used in all the tests: 

q_factor                    1 

q_table                      "" 

dct_freq_cutoff              -1 

dct_2nd_quantization         false 

The VSM is specified to use the simple remove_s stemming and no weighting. The 
same VSM term weights are then delivered to a DCT indexing procedure. The same 
inverted retrieval procedure is used for the output vector files of both. The results are 
listed as follows. In these experiments, marginal to medium improvements were ob-
served. Such a consistent performance may be attributed to the effectiveness of DCT. 
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When the VSM uses optimal and robust term weighting, it will usually outper-
forms the DCT model using the above simple quantization configuration. We think 
that an optimal quantization table should play the same role for DCT as term weight-
ing dose. If well-formed, we could expect that DCT of robust quantization may per-
form much better than this simplest case did. 

5   Summary and Future Work 

In this paper we present an outline of the sense matrix model SMM, on which much 
further work can be based. A unique feature of SMM is that it explicitly represents 
both words and the associated senses in the model, providing additional facilities for 
investigating retrieval effectiveness. The similarity judgment introduced by SMM can 
be regarded as a “recall device” that increases recall (compared to VSM). The prob-
lem of concern is that whether it dose so by maintaining or improving precision, 
hence would result in better retrieval effectiveness. We expect that SMM with effec-
tive part-of-speech tagging may provide a good example for such a study. 

The document DCT experiments also indicate that DCT on documents may have 
the potential to lead to improved retrieval effectiveness. So far our DCT implementa-
tion has achieved marginal improvements. Many issues remain open for research. We 
still don’t know how to construct an optimal quantization table. The closely related 
issue of incorporating VSM term weighting into DCT is also interesting. In general, 
the framework of SMM includes many aspects and subcases that each alone may need 
more thorough understanding and experiments. The TREC dataset that we recently 
applied for will allow us to conduct more experiments at large in this research. Cur-
rently we are experimenting SMM for the TREC 2004 Robust Track. The results will 
be discussed elsewhere. 
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Abstract. Recently, researchers have successfully augmented the language 
modeling approach with a well-founded framework in order to incorporate rele-
vance feedback. A critical problem in this framework is to estimate a query lan-
guage model that encodes detailed knowledge about a user’s information need. 
This paper explores several methods for query model estimation, motivated by 
Zhai’s generative model. The generative model is an estimation method that 
maximizes the generative likelihood of feedback documents according to the 
estimated query language model. Focusing on some limitations of the original 
generative model, we propose several estimation methods to resolve these limi-
tations: 1) three-component mixture model, 2) re-sampling feedback documents 
with document language models, and 3) sampling a relevance document from a 
relevance document language model. In addition, several hybrid methods are 
also examined, which combine the query specific smoothing method and the es-
timated query language model. In experiments, our estimation methods outper-
form a simple generative model, showing a significant improvement over an 
initial retrieval. 

1   Introduction 

The basic idea of the language modeling approach to information retrieval, first intro-
duced by Ponte and Croft [10], is that it does not explicitly assume relevance informa-
tion, but assumes individual document models for each document and estimates them. 
With these models, documents are ranked by query likelihood that a document model 
will generate a given query. In spite of their mathematical simplicity, the language 
modeling approaches perform well, empirically showing comparative performance to 
classical probabilistic models [3], [4], [6], [12], [13], [15], [17], [18].  

Relevance feedback, the well-known high performing technique is not easily inter-
preted in the language modeling approach, while the classical probabilistic model 
provides well-founded interpretations naturally. The main reason is that the language 
modeling approach does not explicitly assume a relevance document set [12]. Re-
searchers have tried to incorporate relevance feedback into the language modeling 
approach without harming the original language modeling framework. 
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Risk minimization framework in [5], [16] incorporates the relevance feedback into 
its framework, which includes not only a more generalized language model, but also 
the classical probabilistic model as a special case. A critical problem in this frame-
work is to estimate a ‘query language model’, which encodes a probabilistic model 
for an ideal query sample that is generated to maximally satisfy the user’s information 
need. In this framework, relevance feedback is the process that re-estimates more 
elaborately the query language model that is naively approximated at initial retrieval.  

Several estimation methods of a query language model were proposed: the likeli-
hood ratio [10], the query translation model [5], the generative model over feedback 
documents [16] and divergence minimization over feedback documents [16]. Of these 
methods, the generative model over feedback documents (hereafter, the generative 
model) shows high precision empirically, and is based on an elegant and simple 
framework.  

In this paper, we explore several estimation methods to improve the original gen-
erative model by focusing on two of its unsolved problems: a variety of document 
topics, and incompleteness of feedback document sample. 

In addition, we examine hybrid methods that combine the above query language 
models with query specific smoothing, which optimize smoothing parameters through 
feedback documents. This issue is interesting because query specific smoothing is 
another separate criterion based on the feedback method without estimating the query 
language model.  

The remainder of this paper is organized as follows. In section 2,  we review the 
background of the language modeling approach and the generative model for estimat-
ing query language model. In section 3 and section 4, we describe the problems of the 
generative model in detail and our estimation methods to resolve them, respectively. 
In section 5, we describe several hybrid methods for combining query language mod-
els with query specific smoothing. In section 6, experimental results are presented. 
Finally, we present our conclusion in section 7. 

2   Background 

2.1   Query Language Model in Language Modeling Approach 

Basically, the language modeling approach ranks documents in the collection with the 
query-likelihood (formula 1) that a given query q  would be observed during repeated 

random sampling from each document model [4], [10], [12]. 1 

.)|()|( ,∏=
w

c
DD

qwwPP θθq  (1) 

where qwc ,  is the number of term w  in a given query, D  is a document.  

To incorporate relevance feedback into the language modeling approach, [5] pre-
sented the risk minimization based language modeling framework using the ‘query 

 
1  There is some difference between authors about interpretation of a query. [10] treats a query 

as a set, while [4], [8], [12] interpreted a query as a sequence of words. We adopt the se-
quence interpretation.  
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language model’, which is a probabilistic model about user preferences of informa-
tion, the context of a query, and synonym or semantically related terms. The estimation 
of query language model is further explored by [16], which is adopted in this study.  

Initially, a query language model is approximated by maximum likelihood estima-
tion on a user’s initial query sample. Let this initial query language model be the 
original query language model 

Qθ̂ . 

At the feedback stage, feedback query language model 
Fθ is estimated through 

feedback documents. Then our new query language model Qθ is  

.)1( FQQ αθθαθ +−=  (2) 

where α controls the influence of the feedback query language model.  

After estimating new query language model Qθ  by (2), all documents are re-

ranked according to the expectation of query likelihood of document D  on query 
sampled randomly from the estimated new query language model. In order words, if 
we want to build a new query q with length n=|| q , the expected query likelihood on 

a document D  is 

.)|(log][)]|([log ,=
w

DwD wPcP θθ qqq EqE  (3) 

where ][ ,qqE wc  is the expected count of term w in random query q .  

Because ][ ,qqE wc  is )|( QwPn θ⋅ , formula (3) is  
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The original query language model 
Qθ̂  is fixed, and only the feedback query lan-

guage model 
Fθ  is varied according to several estimation methods.  

2.2   A Generative Model of Feedback Documents 

The original generative model of feedback documents is based on the assumption that 
each term of the feedback documents is generated by a unigram language model θ . 
The unigram language model is the mixture model that consists of the unknown feed-
back query language model 

Fθ  and a collection language model 
Cθ . 

Fθ  is determined 

to maximize the generative likelihood of feedback documents. 
Given feedback documents F , the likelihood of them is  

.)|()|( ,∏∏=
i w

c
idwwPFP θθ  (5) 

The log likelihood of feedback documents is  
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where Fλ is constant that indicates the amount of background model when generating 

a document, which is different from a general smoothing parameter λ for a document 
language model.  

 To maximize (6), we iteratively obtain Fθ by applying the EM algorithm [2].  
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(7) 

3   Limitations of Simple Generative Model 

As mentioned in section 1, the original generative model with mixed two-component 
model confronts some obstacles in successfully estimate the query language model. 
The first obstacle is that most documents have multiple topics: a variety of document 
topics. In the original model, terms in documents are divided into only two categories: 
relevant terms and general terms. Relevant terms are recognized by the difference 
between likelihoods generated from the current query language model and a back-
ground collection model. Because of various document topics, it is possible that a 
term may be considered relevant by this two mixture model but it is not truly relevant. 
This term may occur in non-relevant contexts of the document. To solve this problem, 
we use a new mixture model with three components by adding a document specific 
model into the original two components. As the result, we can construct a new estima-
tion method named the three-component mixture model. 

The second obstacle is that the likelihood function of feedback documents has 
sample incompleteness. Sample incompleteness means that feedback documents have 
a zero count for unseen terms. This problem is conceptually different from the 
smoothing issue in the language modeling approach because we want to estimate not 
the document language model, but the query language model from feedback docu-
ments. Feedback documents are simply un-smoothed raw samples, so the likelihood 
of feedback documents can be biased. If we use ideal example samples having more 
realistic term occurrences, then the likelihood of formula (5) can be more accurate for 
estimation.  

We devised the two different methods to solve this sample incompleteness prob-
lem. The first method is re-sampling feedback documents from document language 
models. Re-sampling will improve the likelihood of feedback documents by substitut-
ing old counts of terms by ‘expected’ counts in the re-sampled document. The second 
method is sampling a relevant document from a relevance document language model. 
As a result, all feedback documents become samples of this single relevance docu-
ment language model. In this method, the total number of language models is 

3+N ( N document language models, a collection language model, a query language 
model and a relevance language model). It is clear that the estimation problem of a 
relevance document language model from ‘several’ samples is simpler than the esti-
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mation problem of a document language model from ‘only one’ sample. However, 
this method causes the difficult problem of estimating the relevance document lan-
guage model from feedback documents. Estimation of the relevance document lan-
guage model is the same as the goal of the classical probabilistic model. This problem 
has also been treated in the language modeling approach [5], [7]. The method of 
‘sampling a relevant document’ is the first trial to assume both the relevance docu-
ment language model and the query language model.  

4   New Generative Models for Estimation of Query Language 
Model 

4.1   Using Three-Component Mixture Model 

A three-component mixture model consists of a query language model 
Fθ , a back-

ground collection language model 
Cθ , and a document specific topic model s

Dθ  . 

The log likelihood of feedback documents of (6) is revised  
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where 1=++ CSQ λλλ , and )|( s
Dwp θ  is the document specific topic model of the 

document D .  
A remaining problem is to determine the document specific language models, since 

it highly effects estimation of the final query language model. For the document spe-
cific topic model, we use naïve approximation that applies the maximum likelihood 
estimated document language model. In other words,  
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This approximation is still a matter of discussion. We believe that a more refined 
document specific topic model will solve the problem of a variety of document topics. 
For example, it may be revised by using a collection topic language model 

wCθ for 

term w .  

).|()1()ˆ|()|(
wCD

s
D wPwPwP θπθπθ −+≈  

(10) 

where π is the fixed constant to control the amount of document specific model over 
a collection topic language model.  

The assumption about the three-component mixture model for a document is based 
on the multiple Poisson model in the classical probabilistic model [8]. [8] shows sta-
tistically that the multiple Poisson model is more adequate for most situations rather 
than the 2 Possion model. We believe that this issue is important not only for the 
initial retrieval model, but also for the relevant feedback stage.  
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4.2   Re-sampling Feedback Documents from Document Language Models 

In the scheme of re-sampling feedback documents, each document language model is 
estimated by observing a single document, and a new document sample is generated 
from each smoothed document language model. If we assume that the length of each 
document sample is the same with l=|| d , the expected count of term w  in a docu-

ment sample for a document language model 
Dθ  is 

).|(][ ,, DDwD wlPcE θ=d
 (11) 

The expected log-likelihood of feedback documents is  
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(12) 

From this log-likelihood function, we can estimate the query language model in the 
same manner as described in section 2.2. 

4.3   Sampling a Relevance Document from a Relevance Document Language 
Model 

In the method of sampling a relevant document, the relevance document language 
model is estimated by observing all feedback documents, and a single relevant docu-
ment is sampled from this model.  

Estimating the relevance document language model Rθ is an important sub-

problem in this method. Here, we introduce one method used in previous works.  

Relevance Language Model. Originally, Lavrenko’s relevance language model [7] is 
the model that encodes the probability of observing a word w  in the documents 
relevant to the user’s information need. Conceptually, the relevance language model 
coincides with the relevance ‘document’ language model to estimate in this method. 
We use model-1 of the two methods proposed by [7] because Model-2 belongs to the 
above query translation model with one step. Relevance language model is 

.)|()|()()|( ∏
∈

∝
D q

DDDRRel qPwPPwP
q

θθθθ  (13) 

5   Combining with Query Specific Smoothing 

5.1   Query Specific Smoothing from Query Language Model 

If an ideal query q  is randomly generated with length n from the estimated query 

language model 
Qθ , and the document language models is smoothed with Jelinek 

smoothing, then the log of query likelihood of given feedback documents is 
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By taking expectation of Q on query distribution, we obtain  
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With this likelihood function, the Jelinek smoothing parameter λ  can be estimated 
using EM algorithm. We call this re-estimation λ  query specific smoothing to dis-
criminate it from ‘term specific smoothing’ in [3], which assumes an individual 
smoothing parameter for each term. Performing term specific smoothing from query 
language model may be dangerous because they all provide term re-weightings, so 
that term re-weighting is applied twice and term weights become biased. In other 
words, high weight terms become higher, and low weight terms become lower. Using 
‘query specific’ smoothing instead of ‘term specific’ can provide more reliable esti-
mation since it falls under ‘regulation’ of term weights rather than term re-weighting.  

5.2   Mutual Estimation of Query Language Model and Smoothing Parameter 

All generative models mentioned in this paper have a mixing parameter to control the 
amount of a query language model against a background collection language model. 
If we assume that this mixing parameter is the same as the smoothing parameter of the 
document language model, the query language model can be re-estimated further 
whenever the smoothing parameter (i.e. mixing parameter) is re-estimated. Thus, the 
query language model and smoothing parameter are complementary in the sense that 
changing them induces modifying the other together. Figure 4 describes the system-
atic view of this mutual estimation of the query language model and the query spe-
cific smoothing parameter.  

Consider a query language model is estimated using a generative model of section 
2 or section 4. Then, the smoothing parameters are re-estimated using the method of 
section 5.1. Again, the query language model is re-estimated using this smoothing 
parameter, and the smoothing parameter is also re-estimated. The same process is 
iteratively performed until the smoothing parameter converges into a specific value.  

Recall that estimation of query language model and query specific smoothing is to 
maximize different criteria: ‘likelihood of feedback documents’ and ‘likelihood of 
query’. A questionable point is whether the smoothing parameter converges or vi-
brates. Although theoretical issues about convergence remain, we found that the 
smoothing parameter always converges into a single value after 10-20 steps.  

6   Experimentation 

Our experimentations were performed on NTCIR-3 English topics and document 
collections. There were 32 topics, which are comprised of four fields: Title, Descrip-
tion, Narrative, and Concept. Table 1 summarizes the size of document set and useful 
information on each topic field.  
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Table 1. Collection size and the average length of query for each topic field 

# docs Title Desc Conc Narr All 

22,927 3.58 8.76 10.38 42.18 64.90 

We use four different versions of each set of queries: (Title) title  only, (Desc) de-
scription only, (Conc) concept only, (All) all fields. Data pre-processing is the stan-
dard. Words are tokenized and stemmed with a Poster stemmer. All stop words are 
removed using our own stoplist of 274 words. For smoothing, we use the Jelinek 
method with a mixing parameter value of 25.0=λ , and for interpolation, we set 

9.0=α which is acquired by empirically changing a parameter. We report three per-
formance measures averaged over queries: AvgPr (uninterpolated average precision), 
RPr (R-precision), Pr@10 (precision at 10 documents). 

6.1   Evaluation of Estimation Methods 

Table 2 describes the acronyms of estimation methods which evaluated in this paper. 
Q.s.s. indicates which estimation method is selected for query specific smoothing: 
(None: do not use any query specific smoothing, Normal: method of section 5.1, Mu-
tual: method of section 5.2). Table 3 and Table 4 show the experimental results of 12 
estimation methods based on four different estimation methods. 

Table 2. Estimation methods of the query language model 

 

Model                           Q.s.s 
None Normal Mutual 

Two-component mixture G2M G2Mq G2Mu 

Three-component mixture G3M G3Mq G3Mu 

Re-sampling feedback doc. SD SDq SDu 

Sampling a rel doc. (Rel) RR RRq RRu 

Here, number surrounded with ‘(‘ and ‘)’ indicates % improvement over baseline, 
bold number means that the method shows  significant  improvement over baseline

 ( more than 2 percent ), and underlined number indicates that the method is best in our 
experiments. 

In Table 3, we observe that the three-component mixture model (G3M) is slightly 
better over the baseline two-component mixture model (G2M). In the case where 
query specific smoothing is used, significant improvement can be easily obtained at 
the three-component mixture model rather than two-component mixture model. Spe-
cifically, in the measure of precision at 10 documents (Pr@10), three-component 
mixture model is always superior to two-component mixture model for all topic fields 
using the same query specific smoothing.  
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Table 3. Performance of different estimation methods of query language model 

 Title Desc 

 AvgPr R-Pr Pr@10 AvgPr R-Pr Pr@10 
No feedback 0.3222 0.3219 0.3531 0.3735 0.3692 0.4062 

G2M(base) 0.4056 0.3744 0.4000 0.4465 
0.429
6 

0.4344 

G2Mq 0.4073 0.3784 0.4062 0.4481 0.4331 0.4312 

 (+0.42) (+1.07) (+1.55) (+0.36) (+0.81) (-0.74) 
G2Mu 0.4053 0.3786 0.4094 0.4481 0.4418 0.4281 

 (-0.07) (+1.12) (+2.35) (+0.36) (+2.84) (-1.45) 

G3M 0.4059 0.3743 0.4062 0.4461 0.4447 0.4406 
 (+0.07) (-0.03) (+1.55) (-0.09) (+3.51) (1.43) 

G3Mq 0.4086 0.3813 0.4219 0.4499 0.4448 0.4344 

 (+0.74) (+1.84) (+5.47) (+0.76) (+3.54) (0) 

G3Mu 0.4078 0.3759 0.4250 0.4445 0.4344 0.4344 
 (+0.54) (+0.40) (+6.25) (-0.45) (+1.12) (0) 

 Conc All 

 AvgPr R-Pr Pr@10 AvgPr R-Pr Pr@10 
No feedback 0.3980 0.4207 0.4406 0.4688 0.4617 0.4437 

G2M(base) 0.4882 0.4856 0.4750 0.4884 0.4914 0.4656 

G2Mq 0.4892 0.4846 0.4750 0.4887 0.4954 0.4656 
 (+0.20) (-0.21) (0) (+0.06) (+0.81) (0) 

G2Mu 0.4919 0.4879 0.4750 0.4970 0.4975 0.4687 
 (+0.76) (+0.47) (0) (+1.76) (+1.24) (+0.67) 

G3M 0.4917 0.4838 0.4812 0.4916 0.4871 0.4687 
 (+0.72) (-0.37) (+1.31) (+0.66) (-0.88) (+0.67) 

G3Mq 0.4869 0.4863 0.4750 0.4929 0.4884 0.4781 

 (-0.27) (+0.14) (0) (+0.92) (-0.61) (+2.68) 

G3Mu 0.4954 0.4981 0.4781 0.4934 0.4928 0.4750 
 (+1.47) (+2.57) (+0.65) (+1.02) (+0.28) (+2.02) 

Sampling methods (SD, SDq, SDu, SR, SRq, SRu), show the different extent to 
which their improvement varies according to differing query fields. Methods of re-
sampling feedback documents (SD, SDq, SDu) failed to improve a baseline genera-
tive model showing a worse performance for title and concept field queries, while 
they show a slight improvement about 1~2 percent over the baseline method for long 
queries. Note that methods of sampling a relevant document (RR, RRq, RRu) yield 
significant improvement for description and all topic field queries (All), although they 
show a worse performance for title queries. For title queries, the above two methods 
never improve the baseline method. This result implies that re-sampling may not 
contribute to solve the sample incompleteness problem. For this reason, in next sec-
tion, we will further examine sampling methods by combining three-mixture genera-
tive model with it, and provide an evidence of potential existence of sample 
incompleteness problem. 



224 S.-H. Na et al. 

 

Table 4. Performance of different estimation methods of query language model (Cond.) 

 Title Desc 
 AvgPr R-Pr Pr@10 AvgPr R-Pr Pr@10 

No feed-
back 

0.3222 0.3219 0.3531 0.3735 0.3692 0.4062 

G2M(bas
e) 

0.4056 0.3744 0.4000 0.4465 0.4296 0.4344 

SD 0.3836 0.3586 0.3750 0.4506 0.4318 0.4469 
 (-5.42) (-4.22) (-6.25) (+0.92) (+0.51) (+2.88) 

SDq 0.3865 0.3625 0.3781 0.4506 0.4310 0.4406 

 (-4.71) (-3.18) (-5.48) (+0.92) (+0.33) (+1.43) 
SDu 0.3928 0.3645 0.3813 0.4566 0.4314 0.4406 

 (-3.16) (-2.64) (-4.68) (+2.26) (+0.42) (+1.43) 

RR 0.3840 0.3624 0.3844 0.4756 0.4650 0.4406 
 (-5.33) (-3.21) (-3.90) (+6.52) (+8.24) (+1.43) 

RRq 0.3842 0.3609 0.3844 0.4751 0.4617 0.4375 

 (-5.28) (-3.61) (-3.90) (+6.41) (+7.41) (+0.71) 

RRu 0.3841 0.3606 0.3812 0.4739 0.4487 0.4375 
 (-5.30) (-3.69) (-4.70) (+6.14) (+4.45) (+0.71) 

 Conc All 

 AvgPr R-Pr Pr@10 AvgPr R-Pr Pr@10 
No  

feedback 
0.3980 0.4207 0.4406 0.4688 0.4617 0.4437 

G2M(bas
e) 

0.4882 0.4856 0.4750 0.4884 0.4914 0.4656 

SD 0.4627 0.4760 0.4781 0.4886 0.4706 0.4750 
 (-5.22) (-1.98) (+0.65) (+0.04) (-4.23) (+2.02) 

SDq 0.4667 0.4672 0.4687 0.4896 0.4866 0.4781 
 (-4.40) (-3.79) (-1.33) (+0.25) (-0.98) (+2.68) 

SDu 0.4660 0.4582 0.4687 0.4884 0.4769 0.4813 
 (-4.55) (-5.64) (-1.33) (0) (-2.95) (+3.37) 

RR 0.4795 0.4885 0.4750 0.5025 0.4930 0.4625 
 (-1.78) (+0.60) (0) (+2.89) (+0.33) (-0.67) 

RRq 0.4807 0.4881 0.4719 0.5026 0.4894 0.4656 

 (-1.54) (+0.51) (-0.65) (+2.91) (-0.41) (0) 

RRu 0.4858 0.4899 0.4844 0.5115 0.4919 0.4719 
 (-0.49) (+0.89) (+1.98) (+4.73) (+0.10) (+1.35) 

7   Conclusion 

The estimation of query language model is an important problem for relevance feed-
back in language modeling approach. Our works was motivated by Zhai’s generative 
model, which is derived within well-founded framework and empirically well per-



 Query Model Estimations for Relevance Feedback in Language Modeling Approach 225 

 

formed. We highlighted two unsolved problems in the original generative model: a 
variety of document topics, and incompleteness of the feedback document sample. To 
solve these problems, we proposed three new estimation methods and evaluated them; 
1) a three-component mixture model, 2) re-sampling feedback documents with docu-
ment language models, and 3) sampling a relevance document from a relevance 
document language model. Specifically, in our third framework, we recognized that 
the estimating problem of a relevance document language model [6], [7] is a sub-
problem for solving relevance feedback in language modeling approach. 
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Abstract. Measuring pairwise document similarity is critical to various
text retrieval and mining tasks. The most popular measure for document
similarity is the Cosine measure in Vector Space Model. In this paper, we
propose a new similarity measure based on optimal matching in graph
theory. The proposed measure takes into account the structural informa-
tion of a document by considering the word distributions over different
text segments. It first calculates the similarities for different pairs of text
segments in the documents and then gets the total similarity between the
documents optimally through optimal matching. We set up experiments
of document similarity search to test the effectiveness of the proposed
measure. The experimental results and user study demonstrate that the
proposed measure outperforms the most popular Cosine measure.

1 Introduction

Measuring pairwise document similarity is critical to various text retrieval and
mining tasks, such as clustering, filtering and similarity search. It is thus im-
portant to measure similarity as effectively as possible. To date, many similarity
measures have been proposed and implemented, such as the Cosine measure [3],
the Jaccard measure [8], the Dice Coefficient measure [13], the information-
theoretic measure [2], the DIG-based measure [6], etc. Among these measures,
the Cosine measure is the most popular one and has been successfully used in
various tasks.

To our knowledge, most poplar similarity measures between documents utilize
feature vectors to represent the original documents and then calculate the simi-
larity between the feature vectors, such as the Cosine measure and the Jaccard
measure. These measures do not take into account the structural information of
a document. The compressed feature vectors lose the word distribution over text
segments in the documents. In fact, different text segments represent different
subtopics [7]. For example, one dimension in a document feature vector can be
the word “IBM ”, and its weight can be its frequency 3, but we do not know
how the word “IBM ” distributes in the document: Maybe these three instances
of “IBM ” appear in the same text segment discussing the WebSphere software,
or each “IBM ” may appear in a distinct text segment: one discussing the Lotus

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 227–238, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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software, one discussing WebSphere software and the other discussing the Tivoli
software. The different word distributions over text segments will influence the
similarity between documents: the more similar the word distributions are, the
more similar the documents will be.

In this paper, we propose a new similarity measure based on optimal matching
theory between documents. The proposed similarity measure takes into account
the structural information of a document by considering the word distribution
over different text segments. It first calculates the similarities for different pairs
of text segments in the documents and then gets the total similarity between the
documents optimally through optimal matching. Experiments and a user study
are performed to demonstrate the effectiveness of the proposed similarity measure,
which outperforms the popular Cosine measure. We also examine the approach
of text segmentation and the similarity measure between segments, which are the
key issues influencing the performance of the proposed measure significantly.

The rest of this paper is organized as follows: Section 2 introduces in detail
the popular Cosine measure widely used for document similarity search. The
optimal matching theory is explained in section 3. In Section 4, we propose
a document similarity measure based on optimal matching. Experiments and
results are described in Section 5. A preliminary user study is performed in
Section 6. Section 7 gives our conclusions and future work.

2 Vector Space Model and Cosine Measure

A variety of different retrieval models have been developed to represent docu-
ments and measure the similarity between documents in the IR field, including
the Boolean model, probabilistic model, Vector Space Model(VSM) [3, 15], and
the more complicated Latent Semantic Analysis [5]. The Vector Space Model is
one of the most effective models and has been widely used for filtering, clustering
and retrieval in IR field.

The Vector Space Model creates a space in which documents are represented
by vectors. For a fixed collection of documents, an m-dimensional vector is gen-
erated for each document from sets of terms with associated weights, where m
is the number of unique terms in the document collection. Then, a vector simi-
larity function, such as the inner product, can be used to compute the similarity
between vectors.

In VSM, weights associated with the terms are calculated based on the fol-
lowing two numbers:

1. term frequency, fij the number of occurrences of term tj in document di;
and

2. inverse document frequency, idfj = log(N/nj) , where N is the total number
of documents in the collection and nj is the number of documents containing
term tj .

The similarity sim(d1, d2), between two documents d1 and d2, can be defined as
the normalized inner product of the two vectors d1 and d2:
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simcosine(d1, d2) =

∑m
j=1 w1jw2j√∑m

j=1(w1j)2 · ∑m
j=1(w2j)2

(1)

where m is the number of unique terms in the document collection. Document
weight wij is

wij = fij · idfj = fij · log(N/nj) . (2)

Equation (1) is also known as the Cosine measure, which is the most popu-
lar similarity measure for document similarity search. The Cosine measure can
capture a scale invariant understanding of similarity. An even stronger property
is that the Cosine similarity does not depend on the length: sim(αd1, d2) =
sim(d1, d2) for α > 0. This allows documents with the same composition, but
different totals to be treated identically. Also, due to this property, samples can
be normalized to the unit sphere for more efficient processing.

However, in the Vector Space Model, each document is compressed into a
vector, which loses the structural information about term distributions over text
segments. In the extreme case, two documents with identical vectors may be
composed of different sentences. When compared with a given document using
the Cosine measure, they get the same similarity values. But in fact, they should
have different similarity values when judged manually.

3 Optimal Matching in Graph Theory

Optimal matching(OM) and maximal matching(MM) are classical problems in
graph theory. Let G = {X, Y, E} be a bipartite graph, where X = {x1, x2, . . . , xn}
and Y = {y1, y2, . . . , ym} are the partitions, V = X

⋃
Y is the vertex set, and

E = {eij} is the edge set. A matching M of G is a subset of the edges with the
property that no two edges of M share the same node. Given the unweighted
bipartite graph G, as illustrated in Figure 1, MM is to find a matching M that
has as many edges as possible. OM is basically an extension of MM, where a
weight wij is assigned to every edge eij in G, as illustrated in Figure 1. OM is
to find the matching M that has the largest total weight.

Given the weighted bipartite graph G, the Kuhn–Munkres algorithm [9] is
employed to solve the OM problem. The algorithm is as follows:

 x1    x2    x3    x4

 y1        y2        y3

x1    x2    x3    x4

 y1      y2       y3

�������
����	�
�

 x1    x2    x3    x4

 y1        y2         y3

x1    x2    x3    x4

 y1        y2       y3

�
�����
����	�
�

0.1  0.8  0.3 0.4 0.7 0.2  0.2       0.8        0.7

Fig. 1. Maximal matching and optimal matching
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1. Start with initial label of l(xi) = maxjeij , l(yj) = 0 ; i, j = 1, 2, . . . , t ;
t = max(n, m) .

2. Find edge set El = {(xi, yj)|l(xi) + l(yj) = eij} , Gl = (X, Y, El) and the
matching M in Gl.

3. If M consists of all vertices in X, M is the optimal matching of G and the
algorithm ends. Otherwise, go to next step.

4. Find a vertex xi ∈ X where xi is not inside M . Let A ← {xi} and B ← {}
. A and B are different sets.

5. If NGl
= B , then go to step 9, otherwise go to next step. NGl

⊆ Y corre-
sponds to the set of vertices that matches the vertices in set A.

6. Find a vertex yj ∈ NGl
(A) − B.

7. If (yj , z) ∈ M , let A ← A
⋃{z} , B ← B

⋃{yj} , then go to step 5. Otherwise
go to next step.

8. There exists an augmenting path P from xi to yj , let M ← M
⊕

E(P ) ,
and go to step 3.

9. Compute the value of a = minxi∈A,yj /∈NQl
(A){l(xi) + l(yj) − eij} , then

construct a new label l′ by

l′(v) =

⎧
⎨

⎩

l(v) − a if v ∈ A
l(v) + a if v ∈ B
l(v) otherwise

.

Then compute the value of El′ , Gl′ according to l′.
10. Replace l ← l′ , Gl ← Gl′ , and go to step 6.

The computational complexity of Kuhn–Munkres algorithm is O(t3), where
t = max(n, m) .

To date, maximal matching and optimal matching in graph theory have been
successfully employed to measure the similarity between video clips in content
based video retrieval [10]. Inspired by this, we propose a novel similarity measure
based on optimal matching theory to better measure the similarity between
documents.

4 The Proposed Similarity Measure

4.1 The Proposed Measure

Based on optimal matching theory described in Section 3, we propose a measure
for document similarity.

We build a bipartite graph G = {X, Y, E} for the query document X and
any document Y in the document collection. Here, X = {x1, x2, . . . , xn} and
Y = {y1, y2, . . . , ym} , where xi represents a text segment in document X and
yj represents a text segment in document Y . We assign weight wij to every edge
eij , measuring the similarity between xi and yj .

Then we apply the Kuhn–Munkres algorithm to acquire the total value of
the optimal matching in the graph. In order to balance the effect of the lengths
of different documents, we normalize the total value as follows:
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simoptmatch(d1, d2) =
optmatch(d1, d2)

min(length(d1), length(d2))
(3)

where optmatch(d1, d2) represents the total value of the optimal matching for
d1 and d2. length(d) represents the count of text segments in document d and
min(a, b) returns the minimal value of a and b.

Lastly, we use the normalized value as the final similarity between the two
documents.

The proposed similarity measure takes into account the structural informa-
tion of a document by considering the term distribution over text segments, thus
capturing the subtopic structure of the document.

4.2 Text Segmentation

As described above, xi and yj represent text segments in documents. We expect
that the text segment used in the proposed measure is cohesive and coherent
and may map to a distinct subtopic as well. Naturally, single sentence is a good
candidate for text segment. Overlapping adjacent sentences can be used as text
segment in that adjacent sentences are usually linguistically related. The number
of the adjacent sentences can vary in our experiments. Noting that the paragraph
structure of a document is not available for our data, we do not consider using
paragraphs as text segments.

The above approaches for text segmentation are simple and heuristic–based
and can not discover the subtopic structure of document. Here, we employ the
algorithm of TextTiling [5] to partition texts into coherent multi-paragraph seg-
ments, which reflect the subtopic structure of the texts. For TextTiling, subtopic
discussions are assumed to occur within the scope of one or more overarching
main topics, which span the length of the text. Since the segments are adjacent
and non-overlapping, they are called TextTiles.

The algorithm of TextTiling detects subtopic boundaries by analyzing pat-
terns of lexical co-occurrence and distribution with the text. The main idea is
that terms that describe a subtopic will co-occur locally, and a switch to a new
subtopic will be signaled by the ending of co-occurrence of one set of terms and
the beginning of the co-occurrence of a different set of terms. The algorithm has
three parts: tokenization into terms and sentence-sized units, determination of
a score for each sentence-sized unit, and detection of the subtopic boundaries,
which are assumed to occur at the largest valleys in the graph resulting from
plotting sentence-units against scores.

After texts are segmented with TextTiling, we can use the multi-paragraph
segments as vertices in the bipartite graph.

4.3 The Edge Weighting Measures

In the proposed approach, the edge weighting measure is a key issue and signif-
icantly influences the final performance.

For two text segments xi and yj , we can use the popular Cosine measure or
the Jaccard measure to measure the similarity between them. Here, we also use xi
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and yj to represent the set of words in the text segments respectively. The Binary
Jaccard measure measures the ratio of the number of shared attributes(words)
of xi and yj to the number possessed by xi and yj :

simbi−jaccard(xi, yj) =
|xi

⋂
yj |

|xi

⋃
yj | (4)

where |xi

⋂
yj | denotes the number of the words shared by xi and yj , and |xi

⋃
yj |

denotes the number of the words possessed by xi and yj .
The Jaccard measure can be extended to continuous or discrete non-negative

features as follows [14]:

simcon−jaccard(xi, yj) =
xi • yj

‖xi‖2
2 + ‖yj‖2

2 − xi • yj
(5)

where xi andyj represent the corresponding feature vectors respectively.
Taking into account a word’s idf value, we have another simple extension for

Jaccard measure as follows:

simidf−jaccard(xi, yj) =

∑
t∈xi

⋂
yj

idft
∑

t∈xi

⋃
yj

idft
(6)

where xi

⋂
yj denotes the words shared by xi and yj , and xi

⋃
yj denotes the

words possessed by xi and yj .
For Cosine measure and Continuous Jaccard measure, we use tf · idf as the

weight for every word in the vector.

5 Experiments

5.1 Experimental Setup

We design a simple document retrieval system to test the effectiveness of the
proposed similarity measure in comparison with the popular Cosine measure.
Given a query document, the retrieval system is to find the similar documents
to the given document and return a ranked document list. We implement it just
by comparing each document in the document collection and the query document
and then sort the documents in the collection by their similarity values.

To evaluate the proposed approach, a ground truth data set is required. To
our knowledge, there is no gold standard data set for evaluation of our system.
So we build the ground truth data set from the TDT-3 corpus, which has been
used for evaluation of the task of topic detection and tracking [1] in 1999 and
2000. TDT-3 corpus is annotated by LDC from 8 English sources and 3 Mandarin
sources for the period of October through December 1998. 120 topics are defined
and about 9000 stories are annotated over these topics with an ”on-topic” table
presenting all stories explicitly marked as relevant to a given topic.

According to the specification of TDT, the on-topic stories within the same
topic are similar and relevant. After removing the stories written in Chinese, we
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use 40 topics and more than 2500 stories as a test set, while the others are used
as a training set. Sentence tokenization is firstly applied to all documents. The
stop word list in SMART [12] is employed in order to remove stop words. Then
we use Porter’s stemmer [11] to remove common morphological and inflectional
endings from English words. The total stories are considered as the document
collection for search, and for each topic we simulate a search as follows: The
first document within the topic is considered as the query document and all the
other documents within the same topic are the relevant documents, while all the
documents within other topics are considered irrelevant to the query document.
Then the system compares this document with all documents in the document
collection, returning a ranked list of 100 documents. The higher the document
is in the ranked list, the more similar it is with the query document. Thus we
can use classical precision(P ) at top N results to measure the performance:

P@N =
|C ⋂

R|
|R| (7)

where R is the set of top N similar documents returned by our system, and C
is the set of relevant documents defined above for a given query document. In
most of our experiments, we use P@5, P@10 and p@20 for evaluation. For each
search, we can get the corresponding P@5, P@10 and p@20. Then we calculate
the average P@5, P@10 and p@20 over the 40 topics as the final precisions.

Note that the number of documents within each topic is different and some
topics contain less than 5 documents, so its corresponding precisions may be
low. But these circumstances do not affect the comparison of the performance
of different systems.

In our experiments, we use the popular Cosine measure as the baseline simi-
larity measure for this document retrieval problem. We compare the performance
of the proposed similarity measure with the baseline to show the effectiveness of
the proposed approach.

The proposed approach may have different settings for text segment and
similarity measure between text segments respectively. For text segment, we can
use single sentence (uni-sentence or uni-), adjacent two sentences (bi-sentence
or bi-), adjacent three sentences (tri-sentence or tri-), adjacent four sentences
(four-sentence or four-), adjacent five sentences (five-sentence or five-) or multi-
paragraph segment (TextTile). We use the JTextTile [4], which is a Java imple-
mentation of Marti Hearst’s text tiling algorithm, to segment texts into coher-
ent topic segments with the recommended parameter settings. For the similarity
measure between text segments, we can use the Cosine measure, Bi-Jaccard mea-
sure, Continuous Jaccard measure, and Idf-Jaccard measure. Different settings
result in different performance of the proposed approach.

5.2 Experimental Results

The results of P@5, P@10 and P@20 are shown in Figures 2-4, respectively. In
Figures 2-4, “cosine” means the traditional Cosine measure is used to measure
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the similarity between documents. “optmatch(cosine)” means we employ the pro-
posed measure with the Cosine measure measuring the similarity between text
segments. “optmatch(bi-jaccard)”, “optmatch(idf-jaccard)” and “optmatch(con-
jaccard)” use the Bi-Jaccard measure, Idf-Jaccard measure and Continuous Jac-
card measure respectively to measure the similarity between text segments. The
uni-, bi-, tri-, four-, five-sentence and TextTile are various choices for text seg-
ment in the proposed measure.

As can be seen from Figures 2-4, the best performance achieved by the pro-
posed measure is better than that of the Cosine measure. For precision at top
5 results, the proposed measures with most different settings outperform the
Cosine measure. Table 1 gives the best values of P@5, P@10 and P@20 for the
proposed measure and their corresponding settings(text segment and similarity
measure for text segments). In Table 1, the upper bounds of P@5, p@10 and
p@20 are given and these precisions are not 100% in that the number of relevant
documents for a query document is not always larger than 5, 10 or 20. Seen from
the figures and the table, we actually achieve a significant improvement on the
P@5 and P@10 compared to the most popular Cosine measure.

The curves in above figures show that when the number of the adjacent sen-
tences becomes larger, the performance of the proposed measure is improved, but
this ascending trend stops when text segment contains adjacent five sentences.
The measures using TextTile as text segment mostly get better performance of
P@10 and P@20 than those using adjacent sentences as text segment. Given a
similarity measure for text segments, the proposed measure with the setting of
single sentence gets the worst results.
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Fig. 2. P@5 comparison for different similarity measures
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Fig. 4. P@20 comparison for different similarity measures

We can see from the curves that with the same text segment, the proposed
measures using the Continuous Jaccard measure and the Cosine measure to
measure text segment similarity get almost the same best performance. The
Idf-Jaccard measure gets a little lower performance than the above two mea-
sures. The Bi-Jaccard measure always gets the worst results compared to other
measures. Inverse document frequency(IDF) does improve the performance.

Overally, (TextTile+Cosine measure) is the best setting for the proposed
measure.
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Table 1. Best performance of the proposed measure and the corresponding setting

Upper Bound Cosine Measure The Proposed Measure
Precision Text Segment Segment Similarity

P@5 0.935 0.83 0.875 four- Cosine
P@10 0.863 0.72 0.773 TextTile Cosine
P@20 0.772 0.648 0.665 TextTile Cosine

6 A Preliminary User Study

In Section 5, experiments are performed to show the effectiveness of the proposed
approach. But precision can not reflect the ordering of the relevant documents.
When the precisions of two returned ranked lists for a query document are
equal, the ordering of the relevant documents may be different. We should not
treat the relevant documents identically. These relevant documents should have
different similarities with the query document and we should place the most
similar document in the front of the ranked list. The rank for each document
in the ranked list represents the degree of similarity with the query document.
Unfortunately, there is no ground truth ordering for the relevant documents, so
we performed a user study to compare their orderings.

We randomly selected 5 topics in the test set. For each topic we used the
first on-topic document as the query document and then compared it with other
on-topic documents and get a ranked list.

In this ranked list, all the documents were relevant to the query document
because they were within the same topic. Different similarity measures produced
different ranked lists for these relevant documents. We used the Cosine measure
and the proposed similarity measure with the best setting(text segment: Text-
Tile; text segment similarity measure: Cosine measure) to produce the ranked
lists for the 5 topics.

5 students were employed to compare the orderings of the ranked list subjec-
tively. We had no detailed guideline for the users to evaluate the orderings. We
just told them that they might consider text content, structure, length, writing
style, etc. The subjects were required to express an option for each ranked list
over a 3-point scale, where 1 stands for “bad ordering”, 3 stands for “good order-
ing”. Then we averaged the points across topic and subject and Table 2 shows
the result.

Table 2. Subject’s points for different ranked list on a scale of 1(worst) to 3(best)

Cosine Measure The Proposed Measure
Topic 1 1.2 1.0
Topic 2 1.6 2.0
Topic 3 1.6 2.2
Topic 4 2.2 2.2
Topic 5 2.0 2.6
Average 1.72 2.0
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As can be seen from Table 2, for most topics, the proposed measure produced
a more satisfying ranked list than the Cosine measure. The proposed measure
put the most similar documents in the front of the ranked list. In a sense, the pro-
posed measure has a better understanding of “similarity” than Cosine measure.

7 Conclusions and Future Work

In this paper, we have proposed a new measure for document similarity. The pro-
posed measure is based on optimal matching in graph theory. The proposed mea-
sure is able to capture the structural information of a document by considering
the word distributions over text segments. Experimental results and a prelimi-
nary user study shows that the proposed measure outperforms the most popular
Cosine measure. We have also discussed the two key issues in the proposed mea-
sure: text segment choice and similarity measure between text segments. Results
show that taking TextTile as text segment and the Cosine measure as similarity
measure for segments can get the best performance.

In future work, we will apply the proposed measure to more tasks, e.g. docu-
ment clustering, duplicates detection and story link detection. Though TextTil-
ing is a popular approach to capture the subtopic structure of a document, we
will try to explore better approaches to get the discourse structure suitable to
measure document similarity.
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Abstract. The KL divergence framework, the extended language modeling ap-
proach, have a critical problem with estimation of query model, which is the 
probabilistic model that encodes user’s information need. However, at initial re-
trieval, it is difficult to expand query model using co-occurrence, because the 
two-dimensional matrix information such as term co-occurrence must be con-
structed in offline. Especially in large collection, constructing such large matrix 
of term co-occurrences prohibitively increases time and space complexity. This 
paper proposes an effective method to construct co-occurrence statistics by em-
ploying parsimonious translation model. Parsimonious translation model is a 
compact version of translation model, and it contains very small number of pa-
rameters that includes non-zero probabilities. Parsimonious translation model 
enables us to enormously reduce the number of remaining terms in document so 
that co-occurrence statistics can be calculated in tractable time. In experimenta-
tions, the results show that query model derived from parsimonious translation 
model significantly improves baseline language modeling performance. 

1   Introduction 

In the recent past, the language modeling approach has become popular IR model 
based on its sound theoretical basis and good empirical success [3], [4], [5], [8], [9], 
[10], [11], [14], [15], [16], [17], [19], [20], [21], [22], [23]. However, the original 
language modeling could have trouble with incorporation of the relevance feedback or 
query expansion. Relevance feedback (or pseudo relevance feedback) is the well-
known technique that improves significantly initial retrieval results. In probabilistic 
model, relevance feedback can be well explained in its framework, while language 
modeling approach do not. The main reason of this limit is that language modeling 
does not explicitly assume a relevance document set [15].  

Risk minimization framework and query model concept, suggested by Lafferty and 
Zhai [8], extend the language modeling approach to incorporate relevance feedback or 
query expansion. In risk minimization framework, language modeling is re-designed 
by KL(Kullback-Leiber) divergence between query model and document model. 
Query model is probabilistic version of user’s query sample, which encodes knowl-
edge about a user’s information need.  



240 S.-H. Na et al. 

 

Obtaining high initial retrieval performance is very important problem, since post 
processing such as pseudo relevance feedback is highly dependent on initial retrieval 
performance. To improve initial retrieval, query expansion based on word co-
occurrence can be one of good strategies. In language modeling approach, word co-
occurrence is formulated into translation model [1], [8]. First translation model, sug-
gested by Berger and Lafferty, is document-query translation model [1]. This model is 
expanded with Markov chain word translation model by Laffery and Zhai [8]. Both 
translation models, expanded language modeling approaches, showed significant 
improvements over baseline performance. It is highly provable that translation model 
is useful for query expansion problem.  

However, Markov chain word translation model yields high time complexity. Es-
pecially in offline construction, its time complexity is O(NK), where N is number of 
and K is average number of terms in document. Our goal is to reduce its time com-
plexity so that the translation model can be easily used in practical situations.    

To achieve this goal, we propose to use parsimonious translation model. This 
model conceptually belongs to Markov chain translation model, but there is difference 
in using document language model. In parsimonious translation model, document 
language model is mixture model with ‘document specific topic model’ and global 
collection language model. On the other hand, in non-parsimonious translation model, 
it is mixture model with ‘MLE document model’ and global collection language 
model. Document specific topic model is the model that eliminates global common 
portion and leaves document topic portion from MLE document model.  

The paper is organized as follows. In Section 2 we briefly review KL divergence 
framework of the language modeling approaches and query model estimation prob-
lem. In Section 3 we examine our query model estimation method, including con-
struction method of parsimonious translation model, in more detail. A series of ex-
periments to evaluate our method is presented in Section 4. Finally, Section 5 con-
cludes and points out possible directions for future work. 

2   Kullback-Leiber Divergence Framework and Query Model 
Estimation 

2.1   Kullback-Leiber Divergence Framework 

Basically, the language modeling approach ranks documents in the collection with the 
query-likelihood (formula 1) that a given query q would be observed during repeated 
random sampling from each document model [3], [4], [13], [19], [23]. 1 

.)|()|( );(∏=
w

wc
DD wpp qq θθ  (1) 

where c(w;q) is the number of term w in a given query, D is a document and p(w| D) 
is document language model for D.  

                                                           
1  There is some difference between authors about interpretation of a query. [15] treats a query 

as a set, while [3], [4], [13], [19], [20] interpreted a query as a sequence of words. We adopt 
the sequence interpretation.  
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Laffery and Zhai [8], proposed Kullback-Leiber divergence framework for lan-
guage modeling so that allows modeling of both queries and documents and incorpo-
rates relevance feedback or query expansion. The risk between documents and query 
is defined as follows.  

.)|(log)|();( −∝
w

DQ wpwpR θθqd  (2) 

where p(w| Q) is query model, and documents are ranked in inverse proportion to its 
risk. 

2.2   Query Model Estimation Problem 

Laffery and Zhai [8] suggested Markov chain word translation model, where word 
translation events occur by random work processes on Markov chain [8], so that train-
ing and application costs are significantly reduced without harming performance. In 
translation model based on this Markov chain, model construction has high time com-
plexity. For given term q, translation model on Markov chain (using one step) is cal-
culated as follows.  

.)|()|()|( =
D

DD qpwpqwt θθ  (3) 

Translation model t(w|q) means the probability to generate w from document topi-
cally related to q. Translation model is mixture model of document models which is 
weighted by posterior probabilities of documents for given term q. Similar concepts 
are suggested in relevance model of Lavrenko and Croft [10].  

We can rewrite formula (3).  

).()|()|(
)(

1
)|( D

D
DD pqpwp

qp
qwt θθθ=  (4) 

where p(w| D)p(q| D) corresponds to co-occurrence probability in document between 
two terms q and w. To obtain single translation probability, these co-occur probabili-
ties must be summed across whole documents. Its time complexity is O(N) for given 
pair w and q, where N is the number of documents. 

At retrieval time, it is not practical to calculate translation probability for entire vo-
cabulary for each query term. To make this calculation quickly, a well known strategy 
is to restrict extraction of term pairs within local context: small windows such as few 
words or phrase level or sentence level [7], [18], [19], [20]. However, in most applica-
tion (e.g, word sense disambiguation), topical context and local context play different 
roles [7]. Therefore co-occurrence from only local context cannot completely substi-
tute co-occurrence from global context. Especially, in query expansion problem, 
‘topically’ related terms should be selected and expanded. Co-occurrence statistics on 
topical context would be primal resource in our problem, rather than those on local 
context.  

Our method is to select highly topical terms in given document, and to construct 
co-occurrence statistics on only these terms, ignoring non-topical terms of document.  
To determine highly topical terms in document, document specific topic language 
model is constructed, which is a type of parsimonious language model for MLE 
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document model [3]. Parsimonious language model enables us to build models that 
are significantly smaller than standard models. In this model, it is assumed that top 
high probable k terms are topical in the document. In the parsimonious document 
model, there are only few terms having non-zero probabilities. By applying Markov 
chain on this parsimonious document model, a translation model can be constructed. 
We called this translation model by parsimonious translation model, discriminating 
from original translation model.  

3   Estimating Query Model from Parsimonious Translation Model  

In this section, we describe our method to construct parsimonious translation model 
and to estimate query model from it. As mentioned in Section 2, document specific 
topic model is constructed at first. Next, parsimonious translation model is acquired 
from these document specific topic models. Pseudo query model is calculated from 
this translation model. It is more elaborated by applying refinement process. In addi-
tion, we also argue that parsimonious translation model can be effectively used in 
constructing two-dimensional features such as bi-gram and tri-gram.  

3.1   Estimating Document Specific Topic Model 

As noted in Section 2, document language models are constructed by mixing MLE 
document language model and global collection language model. MLE for document 
is far from document specific model because it contains global common words. To 
construct document specific topic model, we assume that documents are generated 
from mixture model with document specific model and global collection model. For 
given document D, the likelihood of document is as follows.  

).()|()|(
)(

1
)|( D

D
DD pqpwp

qp
qwt θθθ=  (5) 

where is p(w| D
s) document specific topic model for estimatation (i.e. parsimonious 

document language model).  
To maximize the document likelihood, we apply EM algorithm [2].  

E-step:  
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M-step: 
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where p[w∈D] is the probability such that given w is document specific term. As 
iterations increase, global collection model is not changed and only document specific 
topic models are iteratively updated. 

Next, selection process is performed, where only highly topical terms are selected, 
and non-topical terms are discarded. For non-topical terms w, it probability p(w| D

s) 
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becomes 0. Discarded probability is re-distributed to topical-terms, uniformly. There 
are two possible techniques to select topical terms. One method is select_top(k), 
where terms are sorted by p(w| D), and only top k ranked terms are selected (k is about 
between 50 and 100). Another method is select_ratio(P), where top terms are selected 
as much as summation of probabilities of selected terms is below limit probability P 
(P is about between 0.6 and 0.9). 

3.2   Parsimonious Translation Model 

As mentioned in Section 2, translation probability t(w|q) is the probability generating 
w in the document that includes given term q. Since word translation model is mixture 
model of different document models, it is one of document language model. As sub-
stituting document language model of formula (4) into summation of document spe-
cific model and global collection model, we further derive translation model.  
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where  is a smoothing parameter for mixing document specific model, and collection 
language model. Conceptually, although  corresponds to the smoothing parameter  
for initial retrieval, we treat  differently to .  

Translation model consists of three summation parts: Document specific co-
occurrence model p(w| D

s)p(q| D
s)p( D), global co-occurrence model p(w| C)p(q| C), 

and term topicality p(w| D
s)p( D). Parsimonious translation model ts(w|q) is defined 

as model which divides document specific co-occurrence model by global likeli-
hood p(q).  
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At offline indexing stage, of these quantities, we need to pre-calculate only docu-
ment specific co-occurrence model p(w| D

s)p(q| D
s)p( D). Other quantities can be 

calculated easily from information of basic language modeling.  
When using select_top(k) method for document specific model, time complexity 

for constructing co-occurrence information is about O(k2N). Compared with K, the 
average number of unique terms in document, k is very small. When k is 50, k2 is 
2500 which is largely reduced value compared with K2 10,000. In this case, reduction 
ratio of time complexity is about 4 times.  

3.3   Estimation of Pseudo Query Model  

Given query terms q=q1q2…qm, we can infer query model from translation model as 
following, similar to [8].  

.)ˆ|()|()|( =
iq

Qii
t
Q qpqwtwp θθ  (10) 

where Q
t is inferred query model directly from translation model.  
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Final pseudo query model R
t is acquired by mixing MLE query model and above 

inferred relevance document model using parameter .  

).ˆ|()1()|()|( Q
t
RR wpwpwp θαθαθ −+=  (11) 

3.4   Refinement of Pseudo Query Model 

Pseudo query model (relevance document model) can be more refined by using KL 
divergence metric between relevance document and mixture model. Relevance docu-
ment model is assumed by mixture model with query model for estimation and global 
collection model.  
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(12) 

where μ is mixing parameter.  
From given relevance document model R  and collection model C,  query model 

Q is selected to minimize KL divergence formula (13). To minimize (13), we apply 
EM algorithm, similarly to estimation of document specific model.  

E-step:  
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where p[w∈Q] is posterior probability that w belongs to query specific term. 
Here, mixture parameter μ should be set in proportion to the ratio of query specific 

portion that included in relevance document model, against global common portion. 
In this sense, μ depends on smoothing parameter  in translation model. As smoothing 
parameter  become larger, μ also should be larger. Interestingly, as we can see in 
next section, experimentation result shows that even if  set to 1.0 with non-
smoothing case, optimal value of μ is less than 1.0. It means that in even parsimoni-
ous translation model, there is some portion of global topic words. Our EM algorithm 
for query model estimation is similar to the method used in model-based feedback 
[21], and constructing parsimonious relevance model from feedback documents [3], 
except that KL divergence measure is used instead of likelihood. 

4   Experimentation 

Our evaluation database is constructed using the KT 1.0 collection and NTCIR-3 test 
collection of Korean. The information of each collection is summarized at Table 1: 
The number of documents (# Docs), the average number of unique terms in docu-
ments (UniTerms/Doc.), the number of topics (# Topics), and the number of relevant 
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documents. KT 1.0 collection has the small number of documents in computer science 
domain, where each document describes abstract level of an article. 

Table 1. Collection summaries 

Collection # Docs UniqTerms/Doc. # Topics # Rels 

KT 1.0 1,000 125.9 30 424 

NTCIR-3 K 66,147 176.3 30 3,868 

For indexing, we performed preliminary experimentations using various indexing 
methods (Morphology, word, and bi-character). It is well known that bi-character (n-
Gram) indexing units are highly reliable for Korean or other Asian Languages [12], 
and our experimentations show same results. Thus, the bi-character indexing unit is 
used in this experimentation.  

In NTCIR-3 Korean collection (NTCIR-3 K), we compare four different versions 
of queries: (T) title only, (D) description only, (C) concept only, (N) narrative only, 
and (TDNC) combining all topics. Table 2 shows the average number of terms in each 
query topic.  

Table 2. The average number of terms in query 

Collection Title Desc Conc Narr All 

KT 1.0  13.6    
NTCIR-3 K 4.76 14.5 13.53 50.56 83.35 

For baseline language modeling approach, we use Jelinek smoothing, setting the 
smoothing parameter  into 0.25. This smoothing parameter value is acquired empiri-
cally, by performing several experimentations across different parameters.  

As evaluation measures, in addition to non-interpolated average precision(AvgPr), 
R-precision (R-Pr, the average precision at the R-th position, where is R is total number 
of relevant documents) and precision at 10 documents (Pr@10) are also considered. 

4.1   Effectiveness of Query Model 

This section describes the retrieval results using query model describes in Section 3. 
For query model, each parameter is selected empirically which relatively well per-
forms compared with other parameters. In KT 1.0, ,  and μ are 1.0, 0.1, and 0.95, 
respectively. In NTCIR-3, ,  and μ are 1.0, 0.1, and 0.4, respectively. 

To construct parsimonious translation model for two different collections, se-
lect_top(k) method in Section 3 is used. For each document, K, the number of effec-
tive topical terms, is set to be about 25% of the average number of unique terms in 
document. For KT 1.0, K is 32, and 45 for NTCIR-3.  
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Table 3. Comparison of query model (QM) to baseline language model on KT and NTCIR 3 
test collection 

Collection Baseline QM %chg 

AvgPr 0.4184 0.4476 +6.98% 

R-Pr 0.4141 0.4304 +3.93% 

KT 1.0  (D) 
 

Pr@10 0.4167 0.4467 +7.19% 
AvgPr 0.2849 0.3204 +12.46% 
R-Pr 0.3082  0.3331 +8.07% 

NTCIR-3 (T) 
 

Pr@10 0.3567 0.4200 +17.74% 
AvgPr 0.2307 0.2976 +28.99% 
R-Pr 0.2666 0.3149 +18.11% 

NTCIR-3 (D) 

Pr@10 0.3500 0.4000 +14.28% 
AvgPr 0.3114 0.3235 +3.88% 
R-Pr 0.3265 0.3392 +3.89% 

NTCIR-3 (C) 

Pr@10 0.4400 0.4267 -3.02% 
AvgPr 0.3941 0.4052 +2.81% 
R-Pr 0.4084 0.4234 +3.67% 

NTCIR-3 
 (TDNC) 

Pr@10 0.5267 0.4967 -5.69% 

Evaluation results are shown in Table 3. QM indicates our proposed methods that 
uses query model from the parsimonious translation model in two different collec-
tions. For all these evaluation measures, we can see that our methods using QM 
yields better performances and sometimes show significant improvements over 
baseline method.  

We observe that QM is more robust than baseline, especially when low perform-
ance query are used.  For description field in NTCIR-3, the highest increasement in 
this experimentation is achieved, where it reaches to 29%. QM sometimes shows low 
performances over baseline, in Conc and All topics of NTCIR-3, at the measure of 
precision at 10 retrieved documents (Pr@10). In these topics, many high precise 
query terms are contained, so that it seems that recall improvement by expansion does 
not sufficiently complement the precision degradation by down-weighting high pre-
cise query terms. Although there are some exceptional cases, we can see that QM 
shows much better performance over baseline, in overall.  

4.2   Effect of the Number Top Selected Terms 

The important parameter is the number of top selected topical terms to construct par-
simonious translation model. If we use the number as very small value, the time com-
plexity to construct translation model can remarkably be reduced. Table 4 describes 
changes of effects of query model according to the number of top selected terms, in 
NTCIR-3 test collection. The parameter ,  and μ are same values to those of Sec-
tion 4.1.  
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Table 4. Performance of QM across the number of top selected terms (NTCIR-3 K Title) 

K AvgPr R-Pr Pr@10 PostingSize 

Baseline 0.2849 0.3082 0.3567 0 
K = 3 (1.7%) 0.2469 0.2829 0.3533 6,721,536 
K = 5 (2.84%) 0.3060 0.3268 0.4233 20,398,080 

K = 10 (5.67%) 0.3070 0.3209 0.4333 82,640,896 
K = 45 (25.52%) 0.3204 0.3331 0.4200 1,439,272,960 

Query models constructed by using small k (such as 5 or 10) increase baseline per-
formance, showing comparative performance to query model by using large k (such as 
45). It is remarkable because space complexity for translation model can be highly 
reduced in the case of small k. At k = 5, the space complexity is only 5.74% of com-
plexity at k = 45 (Time complexity also was significantly reduced). At Pr@10, some 
query models using small k are better over query models using large k. From this 
experimentation, we have an empirical evidence that high topical terms in documents 
provide more important effects of query expansion rather than other non-topical 
terms, despite the number of topical terms is very small. In addition, we can expect 
that small ks may show better average precisions over large k after post retrieval proc-
essing such as pseudo relevance feedback, because pseudo relevance feedback is 
highly dependent on precision of top retrieved documents.  

4.3   Incorporating Relevance Feedback 

To perform pseudo relevance feedback, we adopt Zhai’ model-based feedback ap-
proach using generative model [22]. Zhai’s method set final query model as mixture 
model combining query model acquired from feedback documents (feedback query 
model) and original query model as follows.  

where Q’ and F are final query language model and feedback query model respec-
tively, and Q is original query model.  is mixture parameter between original query 
model and feedback query model. 

There are two possible ways to construct a new query model. One way is to set 
original query model Q as non-expanded query model, which is MLE estimation of 
original query sample. Another method is to use expanded query model, which is 
more expanded by using parsimonious translation model.  

In this experimentation, we performed only non-expanded query model for evalua-
tion. Pseudo relevance feedback results using this method are presented in Figure 1. 
Parameter  is 0.9. The results of pseudo relevance feedback from baseline feedback 
documents (baseline + PRF), and pseudo relevance feedback from feedback docu-
ments using different selection number k values, are described in Figure 4.  

Interestingly, we found that as k is smaller, performance result of pseudo relevance 
feedback is more increased. Specially, when k is 5, average precision of 0.3700 is 
achieved, which is the best performance in our all experiments. The reason for this is 
to acquire high precision results in top documents (Pr@10) when initial retrieval is 
performed using small k values. Although exhaustive experimentations are necessary 
in the future, from this experimentation, we can conjecture that parsimonious transla-
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tion model, acquired only using very small k values, is sufficient to improve signifi-
cantly average precision. Table 5 reports the best performance of pseudo relevance 
feedback for each selection value k. 

5 10 15 20 25

0.28

0.3

0.32

0.34

0.36

0.38

R (# feedback documents)

av
er

ag
e 

pr
ec

is
io

n

baseline    
baseline+PRF
K = 5       
K = 10      
K = 45      

 

Fig. 1. Precision curves for pseudo relevance feedback using different feedback documents for 
each k on NTCIR-3 (Title) 

Table 5. The best performances (AvgPr) of pseudo relevance feedback for each selection value 
K on NTCIR-3 (Title) 

K AvgPr %chg Pr@10 %chg 

Base  0.2849  0.3567  
Base+PRF(R=15) 0.3428 +16.89% 0.4267 +19.62% 
K = 5 (R=15) 0.3700 +24.82% 0.4767 +33.64% 
K = 10 (R=5) 0.3594 +21.73% 0.4767 +33.64% 
K = 45 (R=10) 0.3555 +20.60% 0.4500 +26.16% 

5   Conclusion 

Summing up, we propose effective construction method for co-occurrence statistics 
using parsimonious translation model. Parsimonious translation model involves an 
elegant method for selecting highly topical terms in documents, by document specific 
topic model. Basically, our idea is to use the several state of art methods in language 
modeling approach for information retrieval. From our experimentation on two differ-
ent collections, it seems reasonable to conclude that query model based on parsimoni-
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ous translation model preserves effectiveness of traditional translation models, and 
remarkably reduces time complexity and space complexity of traditional translation 
models.  
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Abstract. At NTCIR-4, new retrieval effectiveness metrics called Q-
measure and R-measure were proposed for evaluation based on multi-
grade relevance. This paper shows that Q-measure inherits both the
reliability of noninterpolated Average Precision and the multigrade rel-
evance capability of Average Weighted Precision through a theoretical
analysis, and then verify the above claim through experiments by ac-
tually ranking the systems submitted to the NTCIR-3 CLIR Task. Our
experiments confirm that the Q-measure ranking is very highly corre-
lated with the Average Precision ranking and that it is more reliable
than Average Weighted Precision.

1 Introduction

After a decade of TREC evaluations based on binary relevance assessments, the
importance of Information Retrieval (IR) evaluation based on multigrade rele-
vance assessments is receiving more attention than ever [1, 2, 3, 4]. NTCIR has
used multigrade relevance from the very beginning, but has not fully utilised
the richness of the relevance data: Following the TREC evaluation method-
ology, noninterpolated Average Precision (AveP) is used as the official met-
ric for ranking the systems submitted to NTCIR. Since AveP cannot handle
multigrade relevance, two AveP values are reported for each system using the
trec eval program: Relaxed AveP, which treats S-relevant (highly relevant), A-
relevant (relevant), B-relevant (partially relevant) documents as just “relevant”,
and Rigid AveP, which ignores the B-relevant ones. Thus, Relaxed AveP wastes
the relevance levels, while Rigid AveP wastes the partially relevant documents
in addition. This situation is clearly undesirable.

At NTCIR-4, new retrieval effectiveness metrics called Q-measure and R-
measure were proposed for evaluation based on multigrade relevance [6]. This
paper shows that Q-measure inherits both the reliability of AveP and the multi-
grade relevance capability of Average Weighted Precision (AWP) [4, 6] through
a theoretical analysis, and then verify the above claim through experiments by
actually ranking the systems submitted to the NTCIR-3 CLIR Task. Our exper-
iments confirm that the Q-measure ranking is very highly correlated with the
Average Precision ranking and that it is more reliable than Average Weighted
Precision.

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 251–262, 2005.
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The remainder of this paper is organised as follows. Section 2 defines Q-
measure and R-measure, and discusses how they are theoretically related to
existing retrieval effectiveness metrics. Section 3 reports on our experiments
using the systems submitted to the NTCIR-3 CLIR task for demonstrating the
practicality and the reliability of Q-measure. Section 4 discusses previous work,
and Section 5 concludes this paper.

2 Theory

2.1 Average Precision

Let R denote the total number of known relevant documents for a particular
search request (or a topic), and let count(r) denote the number of relevant doc-
uments within the top r documents of the ranked output. Clearly, the Precision
at Rank r is count(r)/r. Let isrel(r) denote a binary flag, such that isrel(r) = 1
if the document at Rank r is relevant and isrel(r) = 0 otherwise. Then, Average
Precision (AveP) is defined as:

AveP =
1
R

∑

1≤r≤L

isrel(r)
count(r)

r
(1)

where L is the ranked output size.
Another measure often used along with AveP is R-Precision:

R-Precision =
count(R)

R
. (2)

2.2 Average Weighted Precision

We now look at Average Weighted Precision (AWP) proposed by Kando et al. [4],
which was intended for evaluation based on multigrade relevance.

Let X denote a relevance level, and let gain(X) denote the gain value for
successfully retrieving an X-relevant document. For the NTCIR CLIR test col-
lections, X ∈ {S, A, B} [4], and a typical gain value assignment would be
gain(S) = 3, gain(A) = 2 and gain(B) = 1. Let X(r) denote the relevance
level of the document at Rank r (≤ L). Then, the gain at Rank r is given by
g(r) = gain(X(r)) if the document at Rank r is relevant, and g(r) = 0 if it is
nonrelevant. The cumulative gain at Rank r is given by cg(r) = g(r) + cg(r − 1)
for r > 1 and cg(1) = g(1).

Let cig(r) represent the cumulative gain at Rank r for an ideal ranked out-
put. (An ideal ranked output for NTCIR can be obtained by listing up all S-
relevant documents, then all A-relevant documents, then all B-relevant docu-
ments.) Then, AWP is given by:

AWP =
1
R

∑

1≤r≤L,g(r)>0

cg(r)
cig(r)
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=
1
R

∑

1≤r≤L

isrel(r)
cg(r)
cig(r)

. (3)

Kando et al. [4] have also proposed R-Weighted Precision:

R-WP =
cg(R)
cig(R)

. (4)

Cumulative Gain was first defined by Järvelin and Kekäläinen [2], but in fact,
an equivalent concept already existed in the 1960s, when Pollack proposed the
sliding ratio measure.

If the relevance assessments are binary so that each relevant document gives
a gain value of 1, then, by definition, both

cg(r) = count(r) (5)

and
cig(r) = r (6)

hold for r ≤ R. Thus, with binary relevance,

cg(r)/cig(r) = count(r)/r (7)

holds for r ≤ R. Therefore, from Equations (1) and (3), if the relevance assess-
ments are binary and if the system output does not have any relevant documents
below Rank R, then

AveP = AWP (8)

holds. Similarly, from Equations (2) and (4), with binary relevance,

R-Precision = R-WP . (9)

Although AWP appears to be a natural extension of AveP, it suffers from a
serious problem. Since there are no more than R relevant documents,

cig(r) = cig(R) (10)

holds for r > R. That is, after Rank R, cig(r) becomes a constant, which
implies, from Equation (3), that AWP cannot distinguish between System A
that has a relevant document at Rank R and System B that has a relevant
document at Rank L (i.e. at the very bottom of the ranked list). For exam-
ple, suppose that R = R(B) = 5 for a topic, where R(X) represents the
number of X-relevant documents. Given that gain(B) = 1, the sequence of
cig(r) is clearly (1, 2, 3, 4, 5, 5, , . . .). Now, suppose that both System A and
System B retrieved only one relevant document, but that System A has it at
Rank 5 and that System B has it at Rank 1000. Then, for System A, the se-
quence of cg(r) is (0, 0, 0, 0, 1 , 1, . . .) and AWP = (cg(5)/cig(5))/5 = (1/5)/5 =
0.04. For System B, the sequence of cg(r) is (0, 0, 0, 0, 0, . . . , 1 ) and AWP =
(cg(1000)/cig(1000))/5 = (1/5)/5 = 0.04. Thus the two systems would be con-
sidered as identical in performance.
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To sum up, AWP is not a reliable metric because its denominator cig(r)
“freezes” after Rank r. In contrast, AveP is free from this problem because its
denominator r is guaranteed to increase steadily. R-Precision and R-WP are also
free from the problem because they only look at the top R documents.

2.3 Q-Measure

Q-measure, proposed by Sakai [6] at NTCIR-4, is designed to solve the afore-
mentioned problem of AWP.

First, we introduce the notion of bonused gain at Rank r, simply given by
bg(r) = g(r) + 1 if g(r) > 0 and bg(r) = 0 if g(r) = 0. Then, the cumulative
bonused gain at Rank r is given by cbg(r) = bg(r) + cbg(r − 1) for r > 1 and
cbg(1) = bg(1). That is, the system receives an extra reward for each retrieved
relevant document. Q-measure is defined as:

Q-measure =
1
R

∑

1≤r≤L,g(r)>0

cbg(r)
cig(r) + r

=
1
R

∑

1≤r≤L

isrel(r)
cbg(r)

cig(r) + r
. (11)

Note that the denominator in the above equation (cig(r) + r) is guaranteed
not to “freeze”, so that relevant documents found below Rank R can be handled
properly. For the example given in Section 2.2, for System A, the sequence of
cbg(r) is (0, 0, 0, 0, 2 , 2, . . .) and Q-measure = (cbg(5)/(cig(5)+5))/5 = (2/(5+
5))/5 = 0.04. But for System B, the sequence of cbg(r) is (0, 0, 0, 0, 0, . . . , 2 ) and
Q-measure = (cbg(1000)/(cig(1000) + 1000))/5 = (2/(5 + 1000))/5 = 0.0004.

Q-measure is equal to one iff a system output (s.t. L ≥ R) is an ideal one. In
contrast, both R-measure and R-WP are equal to one iff all the top R documents
are (at least partially) relevant: thus, for example, B-relevant documents may
be ranked above the A-relevant ones. In this respect, Q-measure is superior to
R-measure [6].

By definition of the cumulative bonused gain,

cbg(r) = cg(r) + count(r) (12)

holds for r ≥ 1. Therefore, Q-measure and R-measure can alternatively be ex-
pressed as:

Q-measure =
1
R

∑

1≤r≤L

isrel(r)
cg(r) + count(r)

cig(r) + r
. (13)

R-measure =
cg(R) + count(R)

cig(R) + R
. (14)

By comparing Equation (13) with Equations (1) and (3), and Equation (14)
with Equations (2) and (4), it can be observed that Q-measure and R-measure
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are “blended” metrics: Q-measure inherits the properties of both AWP and AveP,
and R-measure inherits the properties of both R-WP and R-Precision. More-
over, it is clear that using large gain values would emphasise the AWP aspect of
Q-measure, while using small gain values would emphasise its AveP aspect. Sim-
ilarly, using large gain values would emphasize the R-WP aspect of R-measure,
while using small gain values would emphasise its R-Precision aspect. For ex-
ample, letting gain(S) = 30, gain(A) = 20, and gain(B) = 10 (or conversely
gain(S) = 0.3, gain(A) = 0.2, and gain(B) = 0.1) instead of gain(S) = 3,
gain(A) = 2, and gain(B) = 1 is equivalent to using the following generalised
equations and letting β = 10 (or conversely β = 0.1):

Q-measure =
1
R

∑

1≤r≤L

isrel(r)
βcg(r) + count(r)

βcig(r) + r
. (15)

R-measure =
βcg(R) + count(R)

βcig(R) + R
. (16)

If the relevance assessments are binary, then, from Equations (5) and (6),

cg(r) + count(r)
cig(r) + r

=
2count(r)

2r
=

count(r)
r

(17)

holds for r ≤ R. Therefore, From Equations (1) and (13), if the relevance assess-
ments are binary and if the system output does not have any relevant documents
below Rank R, then Equation (8) can be generalised as:

AveP = AWP = Q-measure . (18)

Similarly, from Equations (2) and(14), with binary relevance, Equation (9) can
be generalised as:

R-Precision = R-WP = R-measure . (19)

3 Practice

3.1 Data

The following files, provided by National Institute of Informatics, Japan, were
used for the analyses reported in this paper.

– ntc3clir-allCruns.20040511.zip
(45 Runs for retrieving Chinese documents)

– ntc3clir-allJruns.20040511.zip
(33 Runs for retrieving Japanese documents)

– ntc3clir-allEruns.20040511.zip
(24 Runs for retrieving English documents)

– ntc3clir-allKruns.20040511.zip
(14 Runs for retrieving Korean documents)
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The above files contain runs submitted by 14 different participants, and include
both monolingual and cross-language runs, as well as runs using different topic
fields, e.g. TITLE, DESCRIPTION etc.

3.2 Q-Measure Versus Other Metrics

Tables 1-3 show the Spearman and Kendall Rank Correlations for Q-measure
and its related metrics based on the NTCIR-4 CLIR C-runs, J-runs and E-runs,
respectively 1. The correlation coefficients are equal to 1 when two rankings are
identical, and are equal to −1 when two rankings are completely reversed. It
is known that the Spearman’s coefficient is usually higher than the Kendall’s.
Values higher than 0.99 (i.e. extremely high correlations) are indicated in ital-
ics. “Relaxed” represents Relaxed AveP, “Rigid” represents Rigid AveP. “Q-
measure” and “AWP” use the default gain values: gain(S) = 3, gain(A) = 2
and gain(B) = 1. Moreover, the columns in Part (b) of the table represent Q-
measure with different gain values: For example, “Q30:20:10” means Q-measure
using gain(S) = 30, gain(A) = 20 and gain(B) = 10. Thus, “Q1:1:1” implies
binary relevance, and “Q10:5:1” implies stronger emphasis on highly relevant
documents. Table 4 condenses the four tables (C, J, E, K) into one by taking
averages over the four sets of data.

Figures 1 and 2 visualise Tables 1 and 2, respectively, by sorting systems
in decreasing order of Relaxed AveP and then renaming each system as System
No. 1, System No. 2, and so on2. Thus, the Relaxed AveP curves are guaranteed
to decrease monotonically, and the other curves (representing system rankings
based on other metrics) would also decrease monotonically only if their rank-
ings agree perfectly with that of Relaxed AveP. That is, an increase in a curve
represents a swop.

From the above results regarding Q-measure, we can observe the following:

1. While it is theoretically clear that AWP is unreliable when relevant docu-
ments are retrieved below Rank R, our experimental results confirm this fact.
The AWP curves include many swops, and some of them are represented by
a very “steep” increase. This is because AWP overestimates a system’s per-
formance which rank many relevant documents below Rank R. For example,
in Figure 1, System No. 4 outperforms System No. 3 according to AWP, even
though all other metrics suggest the contrary3.

2. Compared to AWP, the Q-measure curves are clearly more stable. Moreover,
from Part (a) of each table, Q-measure is more highly correlated with Re-
laxed AveP than AWP is, and is more highly correlated with Rigid AveP
than AWP is.

1 He results with the K-runs can be found in the original AIRS conference paper and
in [6].

2 The graph for the E-runs can be found in the original AIRS conference paper and
in [6]. That for the K-runs can be found in [6].

3 This particular swop is discussed fully in the original AIRS conference paper.
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Table 1. Spearman/Kendall Rank Correlations for the 45 C-runs (Q-measure etc.)

(a) Rigid Q-measure AWP
Relaxed .9874/.9273 .9982/.9798 .9802/.8990
Rigid - .9858/.9192 .9648/.8667
Q-measure - - .9851/.9152
AWP - - -

(b) Q30:20:10 Q0.3:0.2:0.1 Q1:1:1 Q10:5:1
Relaxed .9909/.9374 .9997/.9960 .9989/.9879 .9947/.9556
Rigid .9788/.8970 .9874/.9273 .9851/.9192 .9829/.9111
Q-measure .9901/.9333 .9978/.9798 .9984/.9798 .9955/.9636

Table 2. Spearman/Kendall Rank Correlations for the 33 J-runs (Q-measure etc.)

(a) Rigid Q-measure AWP
Relaxed .9619/.8561 .9947/.9583 .9833/.9242
Rigid - .9616/.8447 .9505/.8182
Q-measure - - .9813/.9129
AWP - - -

(b) Q30:20:10 Q0.3:0.2:0.1 Q1:1:1 Q10:5:1
Relaxed .9769/.9015 .9980/.9811 .9990/.9886 .9759/.8977
Rigid .9395/.7879 .9592/.8447 .9616/.8523 .9519/.8144
Q-measure .9729/.8826 .9943/.9545 .9943/.9545 .9706/.8864

Table 3. Spearman/Kendall Rank Correlations for the 24 E-runs (Q-measure etc.)

(a) Rigid Q-measure AWP
Relaxed .9922/.9565 .9974/.9783 .9835/.9058
Rigid - .9948/.9638 .9748/.8913
Q-measure - - .9843/.9130
AWP - - -

(b) Q30:20:10 Q0.3:0.2:0.1 Q1:1:1 Q10:5:1
Relaxed .9922/.9565 1.000/1.000 .9965/.9783 .9887/.9348
Rigid .9852/.9275 .9922/.9565 .9904/.9493 .9887/.9348
Q-measure .9904/.9493 .9974/.9783 .9957/.9710 .9887/.9420

3. From Part (a) of each table, it can be observed that Q-measure is more
highly correlated with Relaxed AveP than with Rigid AveP. (The same is
true for AWP as well.) This is natural, as Rigid AveP ignores the B-relevant
documents completely.

4. It can be observed that the behaviour of Q-measure is relatively stable with
respect to the choice of gain values. Moreover, by comparing “Q30:20:10”,
“Q-measure” (i.e. Q3:2:1) and “Q0.3:0.2:0.1” in terms of correlations with
“Relaxed”, it can be observed that using smaller gain values implies more
resemblance with Relaxed AveP (Recall Equation (15)). For example, in Ta-
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Table 4. Spearman/Kendall Rank Correlations: Averages over C, J, E and K (Q-
measure etc.)

(a) Rigid Q-measure AWP
Relaxed .9744/.8965 .9954/.9681 .9846/.9213
Rigid - .9702/.8825 .9571/.8446
Q-measure - - .9877/.9353
AWP - - -

(b) Q30:20:10 Q0.3:0.2:0.1 Q1:1:1 Q10:5:1
Relaxed .9878/.9378 .9983/.9888 .9986/.9887 .9876/.9360
Rigid .9605/.8537 .9726/.8882 .9733/.8918 .9655/.8656
Q-measure .9884/.9413 .9963/.9727 .9949/.9653 .9887/.9480

ble 1, the Spearman’s correlation with “Relaxed” is 0.9909 for “Q30:20:10”,
0.9982 for “Q-measure”, and 0.9997 for “Q0.3:0.2:0.1”. This property is also
visible in the graphs: while each “Q30:20:10” curve resembles the correspond-
ing AWP curve, each “Q0.3:0.2:0.1” curve is almost indistisguishable from
the “Relaxed” curve.

5. From Part (b) of each table, it can observed that “Q1:1:1” (i.e. Q-measure
with binary relevance) is very highly correlated with Relaxed AveP (Recall
Equation (18)).

3.3 R-Measure Versus Other Metrics

Tables 5-7 show the Spearman and Kendall Rank Correlations for R-measure
and its related metrics based on the NTCIR-4 CLIR C-runs, J-runs and E-runs,
respectively4. Table 8 condenses the four tables into one by taking averages
over the four sets of data. Again, “Q-measure”, “R-measure” and “R-WP” use
the default gain values, “R30:20:10” represents R-measure using gain(S) = 30,
gain(A) = 20 and gain(B) = 10, and so on. As “R1:1:1” (R-measure with binary
relevance) is identical to R-Precision (and R-WP), it is not included in the tables
(Recall Equation (19)).

From the above results regarding R-measure, we can observe the following:

1. From Part (a) of each table, it can be observed that R-measure, R-WP and R-
Precision are very highly correlated with one another. Moreover, R-measure
is slightly more highly correlated with R-Precision than R-WP is.

2. From the tables, it can be observed that R-measure is relatively stable with
respect to the choice of gain values. By comparing “R30:20:10”, “R-measure”
(i.e. R3:2:1) and “R0.3:0.2:0.1” in terms of correlations with R-Precision,
it can be observed that using smaller gain values implies more resemblance
with R-Precision (Recall Equation (16)). For example, in Table 5, the Spear-
man’s correlation with R-Precision is 0.9939 for “R30:20:10”, 0.9960 for “R-
measure”, and 0.9982 for “R0.3:0.2:0.1”.

4 The results with the K-runs can be found in the original AIRS conference paper and
in [6].
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Table 5. Spearman/Kendall Rank Correlations for the 45 C runs (R-measure etc.)

(a) R-Precision R-measure R-WP
Relaxed .9864/.9313 .9867/.9293 .9863/.9293
Q-measure .9867/.9232 .9871/.9253 .9883/.9333
R-Precision - .9960/.9616 .9938/.9495
R-measure - - .9971/.9758
R-WP - - -
(b) R30:20:10 R0.3:0.2:0.1 R10:5:1
Relaxed .9862/.9273 .9870/.9333 .9838/.9232
R-Precision .9939/.9515 .9982/.9818 .9845/.9152
R-measure .9972/.9778 .9976/.9758 .9893/.9333

Table 6. Spearman/Kendall Rank Correlations for the 33 J runs (R-measure etc.)

(a) R-Precision R-measure R-WP
Relaxed .9886/.9356 .9866/.9318 .9843/.9242
Q-measure .9913/.9318 .9903/.9356 .9880/.9280
R-Precision - .9923/.9583 .9900/.9356
R-measure - - .9910/.9470
R-WP - - -
(b) R30:20:10 R0.3:0.2:0.1 R10:5:1
Relaxed .9850/.9280 .9883/.9356 .9830/.9205
R-Precision .9920/.9470 .9957/.9697 .9873/.9242
R-measure .9930/.9583 .9910/.9583 .9883/.9356

Table 7. Spearman/Kendall Rank Correlations for the 24 E runs (R-measure etc.)

(a) R-Precision R-measure R-WP
Relaxed .9852/.9275 .9870/.9348 .9870/.9348
Q-measure .9843/.9203 .9835/.9130 .9835/.9130
R-Precision - .9948/.9638 .9948/.9638
R-measure - - 1.000/1.000
R-WP - - -
(b) R30:20:10 R0.3:0.2:0.1 R10:5:1
Relaxed .9870/.9348 .9852/.9275 .9713/.8913
R-Precision .9948/.9638 .9983/.9855 .9626/.8478
R-measure 1.000/1.000 .9965/.9783 .9591/.8551

4 Related Work

The original (Discounted) Cumulative Gain ((D)CG) proposed by Järvelin and
Kekäläinen [2] has different upperbounds for different topics and does not average
well. Thus, they later proposed normalisation as well as averaging across a range
of document ranks for (D)CG [3]. Work is underway for comparing the above
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Table 8. Spearman/Kendall Rank Correlations: Averages over C, J, E and K (R-
measure etc.)

(a) R-Precision R-measure R-WP
Relaxed .9868/.9376 .9868/.9380 .9850/.9306
Q-measure .9851/.9219 .9847/.9215 .9856/.9271
R-Precision - .9958/.9709 .9936/.9567
R-measure - - .9959/.9752
R-WP - - -
(b) R30:20:10 R0.3:0.2:0.1 R10:5:1
Relaxed .9852/.9311 .9868/.9381 .9801/.9173
R-Precision .9941/.9601 .9980/.9843 .9825/.9163
R-measure .9964/.9785 .9963/.9781 .9831/.9255

metrics with Q-measure and R-measure from the viewpoint of reliability and
stability. The disadvantages of Average Distance Measure (ADM) [1] compared
to Q-measure and Average Precision have been discussed in [6].

5 Conclusions

This paper showed that Q-measure inherits both the reliability of noninterpo-
lated AveP and the multigrade relevance capability of AWP through a theoreti-
cal analysis, and then verified the above claim through experiments by actually
ranking the systems submitted to the NTCIR-3 CLIR Task. Our experiments
confirm that the Q-measure ranking is very highly correlated with the AveP
ranking and that it is more reliable than AWP.
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Abstract. Carrying out experiments in Information Retrieval is a heavy
activity requiring fast tools to treat collections of significant size, and at
the same time, flexible tools to leave the most possible freedom during
the experimentation. System X-IOTA was developed to answer the cri-
terion of flexibility and thus to support fast installation of various exper-
iments using automatic natural language treatments. The architecture
is designed to allow a distribution of computations among distributed
servers. We use this framework to test different set of weighting partic-
ularly the new Deviation from Randomness against Okapi.

1 Introduction

New ideas and proposals for solutions in the field of Information Retrieval (IR)
must be generally validated by indexing experiments using test collections. A test
collection gathers an important mass (giga byte) of documents and a significant
number of queries (about hundred). These queries are solved; it means that
the relevant documents for them are known. We then run our system on these
queries, and compare the results. Campaigns TREC1 are the canonical examples
of this kind of evaluation. IR Experiments are specific for their uniqueness and
the originality of the tests, the great amount of parameters, and the important
size of the handled corpora. The developments carried out for these experiments
are quite expensive (in time and energy) because prototypes are sometimes used
only once. It is then very important to manage carefully the time allowed between
additionnal programming, or installation of the experiment itself, and the time
spent running experiments. According to the complexity of the treatments, and
number of parameters that one wishes to test, the time of running experiments
can be counted in weeks.

1 http://trec.nist.gov
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Even if the field of the IR is almost as old as the development of modern com-
puter science, there is paradoxically only a small set of IR tools easily available
and quickly modifiable and adaptable to realize experiments. The most famous
of these tools is certainly the SMART2 system of Gerald Salton [1], and devel-
oped by Chris Buckley. Even if SMART is rather badly documented, it allows
for good adaptation to experiments if one is willing to go through the source
code to adapt it. Nevertheless, it is necessary to remain very close to the under-
lying IR model, and then stick to the presets schemas. Simple modifications, like
changing the weighting scheme, are sometimes complicated to achieve, because
changes must be made deep in the modules of the code, and lead sometimes to
modifying the queries directly rather that the code of the program.

The INQUERY IR System [2] developed at the Massachusetts University
Amherst’s Center for Intelligent Retrieval Information, became in 1998 a system
marketed by the company Sovereign Hill Software Inc. Therefore, it is no longer
available for research. The famous probabilistic Okapi System [3], known for
good results in test collections, is available3 but with a financial participation.
It is also an integrated system that should be used without too many modi-
fications. HySpirit [4] comes also from a university, but became a commercial
product more dedicated to applications and less to experimentations. Among the
systems available for experiments, we can cite MG4 [5] which is dedicated for the
indexing of large quantities of texts, and uses compression techniques to store
index files. This system is based on an architecture integrating the data. This
means that indexing modules, querying modules, etc, are independent programs
(Unix), connectable by data flow (ex: Unix pipe). It is then much simpler to
carry out a new experiment. On the other hand, it does not allow easily access
to the data (ex: weighting) without altering the code. The structures of the files
on the other hand are very clearly documented.

The ECLAIR system [6] choses a different point of view: it was an attempt
to set up an open and modern software framework, using programming object
concepts. This system is then a set of classes, and the final system to be tested
is obtained by assembling classes that are adapted to the experimentation. Un-
fortunately, this system does not seem available any more and is based on a
strong integration at the level of the source code (in C++). The LEMUR Sys-
tem [7] is also an experimental modular IR system. It was conceived mainly for
experimenting with IR based on a language model [8]. It also works with more
traditional models. Just like ECLAIR, it is based on a strong integration at the
level of the source code. The SIRE system [9] is made from a set of modules
which communicate using a common text mode line based protocol: each entity
is described on one line. A character indicates the type of entity (beginning of
document, words, etc), then one integer describes its size, then comes the entity
itself. SIRE is closed to X-IOTA, the difference is mainly in the use of XML stan-

2 ftp://ftp.cs.cornell.edu/pub/smart/
3 http://www.soi.city.ac.uk/ãndym/OKAPI-PACK
4 http://www.cs.mu.oz.au/mg
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dard for the transmission of information between modules, increasing flexibility.
In that case, the description language of data is set, and not the format itself
and the content. The IRTool project5 also called TeraScale6 aims to provide an
IR experimental system under GPL license. The project does not seem enough
advanced to be really usable. The Bow system[10] is a software GPL library
for texts statistics and for general IR. It seems possible to build an IRS at the
source code level integration (in C). It is used in Rainbow, and CrossBow which
are more classifiers than IR systems. The Terrier system [11] is a set of Java
classes, optimized for IR on large document collections. It is not yet available,
apart from the Glasgow Research team. Lucene7 is also in Java but is already
avaliable.

There are still a very large number of IR systems available8 like freeWAIS-sf
[12] built from the Wais system, or Xapian [13] from the Muscat search en-
gine. However, these systems are dedicated to IR applications, mainly Web sites
indexing. For experimentation, they do not help that much. Finally, there are
currently two choices for IR experimentation: either to use one of the existing
systems, almost without modifications (or with minors modifications remain-
ing close to the underlying IR model), or to build a new complete system from
scratch for each model of IR one wants to test. We think that there is a third
way: easing experiments through a framework with following characteristics:

1. Open framework: An open framework means the possibility of reorganizing
elements of the system in the freest possible way. The SMART system, for
example, allows certain flexibility in the construction of the experiments. One
can add alternatives to the basic modules (ex: stemming, weighting scheme),
but it is not possible to set up a data processing sequence drastically different
from the one imposed by the underling vector space model of this system.

2. Open Data Structure: Exchange of data between modules should not be
forced by any particular formats, as this would require extra work of coding
for adapting the modules input and output. The XML language is a good
candidate for this data exchange.

3. Distributed Architecture: A distributed architecture means the possibility of
freely connecting modules developed on different sites. There is an impor-
tant difference in cost between software used at its place of development,
and the diffusion of this software on another site. The cost is related to the
adaptations (with the system, the site, etc.) and related to the drafting of
a more complete documentation. Moreover, the distribution of experimen-
tal software creates de facto two versions: the distributed version and the
developed version which is inevitably more advanced, and more stable. A
distributed framework enables access to an always up-to-date software ver-
sion to other partners. It also reduces the problems of code property, as only

5 http://sourceforge.net/projects/irtools
6 http://ils.unc.edu/tera/
7 http://jakarta.apache.org/lucene/docs/index.html
8 http://www.searchtools.com
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remote uses are allowed. Nevertheless, this framework is possible only if the
host site agrees to provide this service: the computing time and possibly
storage, and also if times of transmission of the data are not too long com-
pared to local computing. With development of grid computing and wide
band network, this solution could be a good one in the near future.

4. Programming language independence: It is unrealistic to impose a single
programming language for very different and not integrated piece of software.
On the contrary, independence from the programming language ensures a
greater division of the software resources but on the other hand implies a
connection of the modules for processing by the way of the operating system
and grounded on data exchange (ex: files, pipe, network).

5. Operating System independence: For the same reason, it is preferable not to
have to impose a given operating system for the connection of the modules.
A simple solution can be a common network communication protocol (ex:
TCP/IP) and a common application layer protocol (ex: XML, HTTP, RCP)
so modules on different software platform can cooperate.

In short, we show in table 1 some characteristics of the systems currently
available for research purposes with free access on the Web. The column “In-
tegration” indicate the modules integration type; “code” means by the source
code, whereas “data” indicate that only by data exchange between modules. The
column “Language” is the programming language mainly used. The architecture
type and the data flow diagrams for the documents and requests treatment, can
be preset (“preset”) and imposed by the software, or programmable (“prog”)
in the vase of a software library, or freer (“free”) if no sequence is imposed
except the compatibilities constraints of the modules. The structure of the pro-
duced data in“Data structure” can be in binary format not clearly documented
(“bin”), documented binary format (“bin+doc”), or in “XML” and documented.
The column “Interface” indicates if the system has a user interface other than
the basic input line mode. An interface is either in text mode or imbedded in a
Web site (standard “HTTP”).

The constraints specified previously lead us to define a framework composed
of independent modules with connections between them at the operating sys-
tem level. Also, we enable module connection using network of the type socket
TCP/IP with data exchanges in XML. We detail this architecture in the follow-

Table 1. Available IR system for experimentation

System Integration Language Architecture Data structure Interface

SMART code C preset bin text
BOW code C++ prog bin none
IRTool code C++ prog bin none
LEMUR code C++ prog bin none
MG data C preset bin+doc none
X-IOTA data C++ free XML HTTP
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ing part. Then, we give some simple examples of modules connection in Unix
shell language. The last part relates the use of this framework to test basic
weighting scheme, the scheme of Okapi often used and supposed to be a very
good one, and a new one which is ”Divergence From Randomness”. We perform
these tests on two collections from the CLEF conference.

2 An Open XML IR Framework

This IR framework is composed of two parts: a set of modules to carry out the
effective experimentation, and a user interface which pilots this functional core
and displays partial or final results. This user interface uses a Web technology.
We mainly present the functional core and some basic modules.

The functional core proposed here is composed of basic modules that read and
produces XML data to carry out a particular experiment. For example, document
indexing and querying are carried out by two XML data processing module
sequences. This architecture allows researcher to access the intermediate data
at all times during the process. This point is important for the flexibility of this
system which is oriented toward experiments. In particular the XML language
ensures that at all times, data are humanly readable and can be easily checked,
browsed with simple viewer tool because no particular decoding is needed. For
example, a simple presentation in a web browser is possible. XML coding also
brings extensibility and flexibility, while making possible parameterization of
effective XML tags to be treated and while preserving flow and other additional
information not understood by the module. This functionality is an important
issue that turns this framework into a very flexible system.

In a practical way, treating the data in a flow using a sequence, of connected
modules, will limit the risks of source code strong dependences and thus makes
easier the maintenance, updating and correction of the source code. This archi-
tecture is also supported by a multiprocessors environment9 since modules of
a processing sequence will be automatically distributed by the system, on each
available processors. The limitations of this choice is related to the scaling up
of data size and to the coding and decoding the XML flow for all treatments,
which generates some overhead. This overhead can be limited by buffering the
input and output of XML lines during the process. Modules can be classified
according the following characteristics:

1. Input genericity/specificity: modules with generic input accepts any XML
data. They require of course some parameters for the list of tags to be treated.
On the other hand, modules with specific input understand only a particular
XML data structure (ex: vectors, matrix), only tags names can be changed
according to the actual data.

2. Output genericity/specificity: This is the converse characteristic of the pre-
ceding one. A module having a specific output, will produce a particular data

9 Ex: with any the Linux system.
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structure type, as a generic output module will produces an output XML
structure strictly related its input. Obviously, only input generic modules
can produce generic output.

3. Transparence/opacity: this is a very interesting feature of this framework: it
concerns module that left intact (transparence) or that remove information
not explicitly recognized by the module (opacity). As far as possible, it is
desirable that all modules remain transparent to allow the maximum of
flexibility. We will speak about transparent treatments, to indicate modules
which do nothing but transform input XML structure and accepting all
types of added information. We will talk about opaque treatments for those
modules which produce a fixed structure from their input and discard all
none relevant input data from the flow.

4. Data flow/direct access processing: the data flow processing mode of treat-
ment allows a direct output to input module connection. It is possible only
when there is no need for direct access to a given XML data element into the
XML tree, but rather processes are done on the fly. These modules produce
some output data as soon as their inputs are fed. Direct access requires the
use of a file to carry out the treatment and store XML data. It is always
preferable to build modules that follow a data flow processing scheme.

The most general module type and thus the most reusable, is the one that
has generic input and output, full transparency and that processes its input by
flow. It is also advisable to preserve the module transparency property, even
in the case specific inputs/outputs. This transparency allows variation in the
XML input without disturbing the rest of the processing. For example, in the
current modules of X-IOTA, the module xml2vector produces a vector, (XML
type vector), composed by a set of coordinates formed by an identifier and a
weight:

<vector id="DOC0001">
<c id="1968" w="1"/>
<c id="accompagn" w="1"/>

</vector>

The definition of this XML structure must be understood as a necessary con-
dition, and not as a sufficient definition. That means that modules that are input
specific to this type of structure, must nevertheless tolerate more information,
like additional attributes which will be simply retransmitted without any mod-
ifications. In the example below, we can add part of speech information to each
coordinate (pos), and continue to use modules that process vector data XML
type. This added information will simply flow throughout the module.

<vector id="DOC0001">
<c id="1968" w="1" pos="NUMBER"/>
<c id="accompagn" w="1" pos="VERB"/>

</vector>
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To illustrate operation of a real system using this framework, we develop in
the following part, a canonical example of indexing and querying steps which
uses very basic modules. This example is based on the vector space model.

3 Processing Examples

This section illustrates the possible operation of this system by presenting basic
sequences for an indexing and a traditional interrogation in the vector space
model.

3.1 Indexing

The first part is indexing which consists in producing a direct matrix file after
some treatment of documents. A direct matrix file stores each document as a
vector of terms and weights. The chain of treatments includes the suppression of
the diacritic characters, the setting in small caps, the passage to a anti-dictionary
contained in the file common_words.fr, a stemming in the French style, then
the production of the document vector. Each XML entity identified by the tag
-docTag will be regarded as a document. This process is described as set of
piped shell commands interpreted by a system shell script. We are using here,
the pipe mechanism (symbol |) of Unix system. Any other script language can
be used instead of shell script (make, PHP, Perl, etc). The only constraint is the
connection of the input and output of the modules in the process flow. Also, any
kind of transparent treatment can be included into this chain to supplement it,
and adapt it to a particular experiment.

cat OD1 | xmldeldia | xmlcase | xmlAntiDico -dico common_words.fr
| xmlStemFr | xml2vector -docTag div -id id > OD1.vector

In this sequence, the module xml2vector builds the document vector by
extraction of the text contained between the tags div. In this example, each
document has an identification in the parameter id of tag div which is preserved.
All the modules are generic in input and output and transparent. Only the
module xml2vector produces a particular type of data: a weighted vector of
terms. It is then generic in input and specific at output. It can preserve a certain
degree of transparency10. This data processing sequence produces, for example,
the following vector for the first document of the french test collection OFIL of
the Amaryllis part of the CLEF test campaign:

<vector id="2271448" size="188">
<c id="1968" w="1"/>
<c id="accompagn" w="1"/>

10 In the current version, only comments can cross this module freely. Each module
leaves a trace of its treatment in an XML comment: the final file then contains the
trace of all the treatments carried out in the chain from the document source.
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<c id="achev" w="1"/>
<c id="an" w="2"/>
<c id="analys" w="1"/>
...

</vector>

The data structure vector produced by the opaque treatment xml2vector
is a simple list of coordinates identified with a weight. The size value of each
vector, indicates the number of coordinates that follows. Vector identifier is the
one which was taken from the document in the tag indicated in the parameter
-docTag and -id. The weighting scheme associated with w attribute is in this
example only the number of occurrence of the terms in the document (i.e. term
frequency).

A direct document/term matrix is the simple concatenation of all produced
vectors. The identifier corresponds here directly to the document one, found
in the collection itself. The final stage of indexing consists of reversing this
direct matrix and calculating weights. The current version of X-IOTA, proposes
a inversion module working in memory. That enables high speed inversion times,
but limits the size of the handled matrices to that of main memory. For OFIL
which is about 34Mo, approximately 50Mo of memory is necessary. The type
of weighting is coded in this inversion module. It is possible to carry out an
inversion without weighting and to build separately a module which calculates
all weightings of the matrix. See the next section for more details on the weight
scheme we have used.

cat OD1.vector | xmlInverseMatrix -w ltc > OD1.inverse.ltc

The inverse matrix has same XML format as the direct matrix, except that
the vectors identifiers are terms and those of the coordinates correspond to the
documents id. A generic module (xmlIdxSelect) with direct access selects and
extracts an XML tree, knowing an identifiers value. This functionality is sufficient
to query the matrix. For obvious efficiency reasons, the file must be first indexed
(the module xmlindex) to builds a direct access index to the file XML knowing
the tag to be indexed and the identifier attribute name. This module can be also
used to access the document corpus using the document id, as it works on any
XML file.

xmlIndex OD1.inverse.ltc vector id

This command means that one must index each vector vector by its attribute
id of the file OD1.inverse.ltc. The matrix is then ready for querying. At this
stage it is possible to extract any term vector, knowing its id term using the
direct access module xmlIdxSelect:

xmlIdxSelect OD1.inverse.ltc baudoin

This command extracts one document vector identified by the indexing term
baudoin. This example illustrates the simplicity of the implementation of an
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indexing chain using this framework, and also proves it is possible to intervene
at any moment in the indexing process thanks to all data remaining coded in
XML. We now will examine how to run queries.

3.2 Querying

Querying within this framework consists in launching all the queries of the test
collection. Queries must undergo the same type of treatment, so that dimensions
of the vectors are compatible. The querying procces is in fact a matrix product
between the direct matrix of the queries (queries id x term id) and the inverse
document matrix (term id x doc id) done by the xmlVectorQuery module.

cat OT1.vector | xmlVectorQuery OD1.inverse.ltc
| xmlVector2trec > trec_top_file

Again, this module uses the index file of the inverse matrix for an efficient
direct access to term vectors. The module xmlvector2trec is charged to con-
vert the answer matrix (query x document), into a compatible format with the
trec_eval tool which produces the recall and precision standardized curve. We
note that the installation of such an experimental indexing chain and querying
breaks up into just few modules. To vary the parameters or to introduce a partic-
ular treatment, it is easy to insert a special treatment into the XML flow of the
original chain. For example, it is enough to insert the generic module xmldelsub
to suppress some fields of the XML query tree in order to choose the fields of
the requests to be used:

cat OT1 | xmldelsub ccept | xmlAntiDico -dico antiDico.txt
| xml2vector -docTag record -idTag num > OT1.vector

In that case, we simply removed from the flow, the fields ”concept” before
transforming them into vectors. In the same way, modification of the weighting
of the terms of the request can be carried out either in an integrated way by
modifying the code of construction of the vectors (i.e. xml2vector), or by adding
a specialized module in to the flow. The code of xml2vector is of a small size
(like the majority of the modules), so the modification is very localized and thus
involves less risks than the modification of the source code of a bigger integrated
system like SMART.

Indeed, a programming error will affect only small and isolated modified
module, hence not affecting other modules. It is not the case, when system
integration is carried out by the source code: a writing error can affect any part
of the system, because no memory protection exists between functions of the
same process, but strong memory protection is carried out by the system on
separate running programs.

3.3 Distributed Operation

A modular nature at the level of the operating system enables one to quickly
set up a distribution of the modules on other computers and operating systems.
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Modules can easily be transformed into server that receive and re-emit data in
XML format on a particular internet port. Any input/output redirection tech-
nique can be used to access a server. The complexity to set up such a distributed
mechanism depends on the operating system used. For example, Unix systems
propose a very simple method11. Users must only provide the module that im-
plements the protocol layer on standard input/output. The rest is provided by
the OS. Every module can then become a server. The only adaptation to be
realized is related to the parameter exchanges. One possible format can be the
RCP protocol for XML and HTTP transactions. The French parser of the IOTA
system is already installed in this way on one of the machines of the Grenoble
IR team. The problem of the rights for the access and safety of such distributed
architecture, can be solved with technologies of SSH protocol coupled with the
mechanism of tunneling for a connection of modules through fire-walls.

3.4 Efficiency

In this section we compare the XIOTA framework with the system SMART using
English collections of the CLEF2003 campaign. We just want to test the speed
of both systems, and the index size so we have chosen the simple indexation:
case changing on words (SMART full option). Tables 2 and 3 present results.

Table 2. Comparison with SMART on GH95

Operation SMART XIOTA ratio

Conversion time 16 s 0 s
indexing time 25 s 3m 7.2
Index Size 100 Mo 377 Mo 3.8

Table 3. Comparison with SMART on LAT94

Operation SMART XIOTA ratio

Conversion time 1m 14 s 0 s
indexing time 1m 8s 8m 26s 7.4
Index size 468 Mo 887 Mo 1.9

The table 4 give some features of the collections used in this test. XIOTA
is compatible with SGML format and can handle these collections, without any
conversion. The SMART system need a conversion or need a new module to
be programmed and integrated into the source code. We have used an external
conversion written in Perl. For the XIOTA system, the index size is the sum of
the inverted matrix, and the hash code index of this matrix. For the SMART
system, the index size is the sum of all dictionary files, with the inverse file.

11 It is xinet, a system tool that centralized all server processes.
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Table 4. Collections

Collection LAT94 GH95

Name Los Angeles Times Glasgow Herald
Original format SGML SGML
Original size 423 Mo 153 Mo
Size in SMART 361 Mo 138 Mo
Nb of documents 113005 56472

Table 5. Sum up comparizon

System Flexibility Performance Speed

SMART average same good
XIOTA good same average

The use of XML and separate modules, and also the fact that the original
collection is stored in several files, creates an overhead of about 7 times more to
compute the same index. It is then the “price” to pay for having more flexibility
in the treatments. There is also an overheard in the size used to store the index
because of the use of XML and also because all terms and document references
are stored in the actual inverse file. In fact, SMART is not able to manage
document ID that has to be extracted and stored separately.

All these tests are performed on the same machine, a Lunix Fedora core 1
system running on a P4 3.0 Gz with 2Go of main memory and 120 Go of disk of
the I2R lab. The table 5 suggest that an integrated IR system like SMART, is
a good choice when very few modification are needed. The XIOTA system is a
good choice when experimenting new ideas, because in this framework, a change
is counted in minutes or hours of programming time (ex: adding a XML line
filter in perl), as for SMART it can take days if the modification is possible.

4 Testing Weighting Scheme

In this part, we present how we have used this system on a multilingual collection
of the CLEF conference. Our purpose is the studies of classic and statistical
weighting scheme in order to choose the best one for the CLEF experiments.
We have work on the Finnish and French collections. We will present at first,
the weighting scheme we would like to test. It has been shown that for textual
IR purposes, one of the best weighting schemes is the one used in Okapi system
[3]. This weighting is based on a probabilistic IR modeling. We will compare
this weighting with a new challenger that is based on a deviation from random
behavior [14].
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4.1 The Underlying IR Model

These experiments are grounded on the classic vector space model, because it in-
cludes both models we want to test. The goal of the experiment is to compare the
statistical Okapi model with Deviation From Randomness model, versus more
classical weightings. This comparison will be done on two different languages.
Basically, the final matching process is achieved by a product between query
and document vectors, which computes the Relevant Status Value (RSV) for all
documents against one query. For a query vector Q = (q1 . . . qt) of t indexing
terms, and document vector Dj = (d1j . . . dtj), the RSV is computed by:

RSV (Q, Dj) =
∑

i∈[1..t]

qi ∗ dij . (1)

We keep this matching process for all tests, the changes are in the documents
and query processing to select indexing terms, and in the weighting scheme.
We recall here the scheme that is inspired by the SMART system. We suppose
the previous processing steps have produced a matrix (dij). Initially the value
dij is only the result of indexing term i counting in the document j, called term
frequency tfij . Each weighting scheme can be decomposed in three steps: a local,
a global and a normalization step. The local is related to only one vector. All
these transformations are listed in table 6. For all measure we use the following
symbols:

n number of document in the corpus
t number of unique indexing terms in the corpus
tfij frequency of term i in document j
fi frequency of term i in the corpus: fi =

∑
j∈[1..n] tfij

S the corpus size: S =
∑

i∈[1..t] fi

dij current value in the matrix (initialy tfij)
wij new value in the matrix
d∗ij a normalization of dij (see below)
λi the fraction fi/S
dfi number of document indexed by term i (document frequency)
c, k1, b constants for DFR and Okapi
Lj the length of document j: Lj =

∑
i∈[1..t] dij

awrL mean document length: awrL = (
∑

k∈[1..n] Lk)/n

qi weight of term i of query q

The global weighting is related to the matrix: it is a weighing which takes
into account the relative importance of a term regarding the whole document
collection. The most famous is the Inverse Document Frequency Idf. The table 7
lists the global weighting we have tested. The Okapi measure described in [15, 3],
uses the length of the document and also a normalization by the average length
of all documents in the corpus. This length is related to the number of indexing
terms in a document. The Okapi measure uses 2 constants values called k1 and
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Table 6. Local weighting

Letter Formula Meaning

n wij = dij none, no change
b wij = 1 binary
a wij = 0.5+0.5∗dij

maxi(dij) local max
l wij = ln(dij + 1) natural log
d wij = ln(ln(dij + 1) + 1) double natural log

b. Finally we tested a new measure describe in [14] called ”Divergence from
Randomness” (DFR). We just give here the final formula we have implemented
in our system:

wij = (log2(1 + λi) + d∗ij ∗ log2
1 + λi

λi
) ∗ fi + 1

dfi ∗ (d∗ij + 1)
. (2)

The value d∗ij is a normalization by the length Lj of the document j regarding
the average size of all document in the corpus : awrL. A constant value c adjusts
the effect of the document length in the weight:

d∗i,j = dij ∗ log2(1 + c ∗ awrL

Lj
) . (3)

Finally, the last treatment is the normalization of the final vector. A weighting
scheme is composed by the combination of the local, global and final weighting.
We represent a weighting scheme by 3 letters. For example, nnn is only the
raw term frequency. The scheme bnn for both documents and queries leads to
a sort of Boolean model where every term in the query is considered connected
by a conjunction. In that case the RVS counts the terms intersection between
documents and queries.

The c normalization applied to both document and query vector leads to the
computation of the cosine between these two vectors. This is the classical vector
space model if we use the ltc scheme for document and queries. The scheme
nOn for the documents, and npn with the queries, is the Okapi model, and the

Table 7. Global weighting

Letter Formula Meaning

n wij = dij none, no global change
t wij = dij ∗ log n

dfi
Idf

p wij = dij ∗ log n−dfi
dfi

Idf variant for Okapi

O wij = (k1+1)∗dij

k1∗[(1−b)+b∗ Lj
awrL

]+dij

Okapi

R (see above) DFR
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Table 8. Final normalization

Letter Formula Meaning

n wij = dij none, no normalization
c wij = dij√∑

i
d2

ij

cosine

use of nRn for document and nnn for the queries is the DFR model. For these
two models, constants has to be defined.

Notice that the c normalization of the queries, leads to divide the RSV for this
query by

√∑
i q2

i . For each query this is a constant value which does not influence
the relative order of answered document list. It follows that this normalization
is useless for queries and we will not use it.

4.2 Finnish IR

We have used this framework to choose the best weighting scheme for this lan-
guage in order to compare classic IR approached with IR based on Natural lan-
guage techniques. We present in this paper only this first part and not the NPL
techniques and results. We have used the 2003 collection of CLEF documents in
Finnish and in French. This section presents the Finnish results. This collection
is composed of 55344 documents. We have used 2003 topics. Documents and
queries follow the same treatment path12. The first step is filtering the relevant
tags from documents or queries. Then we transform XML special characters to
their ISO counterpart. We delete all diacritic characters, and change to lower
case. At this stage we still have special Finnish characters and accents. We elim-
inate common words using a list provided by Savoy13 and then suppress all
accents from characters. We apply a Finnish stemmer also proposed by Savoy
and modifies to accept XML input/output to produce the final vector.

xmlFilterTag | xml2Latin1 | xmldeldia | xmlcase
| xmlAntiDico -dico common_word.fi | xmlcase -noAcc | xmlStemFi

For the queries, we have used the following fields: FI-title FI-desc FI-narr.
For documents only the text field has been used. Table 10 sum up the average
precision results for all combination of weighting. We only keep a maximum of
1000 documents per query. For the DFR we have fixed the constant c to 0.83. The
table 9 shows the results of the constant variation for the nRn nnn weighting
scheme. The second column, we show the number of relevant and effectively
retrieved document.

We discover that the maximum of relevant documents is in the range 2 of
twice the c constant. This value is the one promoted by Amati in [16]. The

12 For more readability, we do not keep modules parameters
13 http://www.unine.ch/info/clef
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Table 9. Variation of c constant (nRn nnn)

c constant precision ret rel c constant precision ret rel

0.00 4.89 286 0.85 41.02 449
0.10 30.24 436 0.86 41.01 449
0.50 39.63 448 0.87 41.02 450
0.70 40.40 448 0.90 40.16 450
0.75 40.90 449 0.95 39.98 450
0.80 40.97 449 1.00 39.86 450
0.81 41.04 449 1.50 39.41 451
0.82 41.06 449 2.00 39.26 452
0.83 41.07 449 5.00 39.03 449
0.84 41.07 449 10.0 37.96 447

maximum average precision is obtained by the value 0.83, so we keep this value
for all experiments. For the Okapi weighting, we have use the same value as in
[16], that is k1 = 1.2, and b = 0.75. In table 12, we have also tested some other
value for the French collection: it seems these values are on average good ones.

Table 10 sum up all experiments we have conducted. We have tested all
interesting documents and queries weighting schemes. Results show clearly that
the DFR weighting is very stable under every weighting scheme except for the
binary (bnn). Also this measure is better than Okapi and all others, but Okapi
is still very close. Initially, the DFR measure is supposed to be used with only
the query term frequency (nnn). We discover one little improvement using ltn
and dtn for the queries.

4.3 French IR

We have used the French corpus of CLEF 2003. We have used our own stemmer,
and our own list for removal of common French terms. In this collection, there

Table 10. Finnish average precision

Query weight
Doc weight nnn bnn lnn ntn ltn atn dtn npn

nnn 13.16 9.80 12.22 19.54 19.55 19.44 19.16 19.82
bnn 28.64 16.61 25.54 34.30 33.67 33.94 32.50 34.41
atn 26.77 22.65 25.87 28.35 28.02 28.11 27.85 28.31
ntc 25.72 26.38 25.95 29.26 29.39 29.60 29.57 29.25
lnc 29.57 23.88 29.75 34.06 35.35 35.38 25.44 33.99
ltc 32.22 27.84 32.22 32.63 33.00 32.90 32.44 32.63
ltn 37.71 32.37 37.91 35.99 37.85 37.86 37.65 36.01
nRn 41.07 36.99 40.08 40.02 41.29 41.05 41.92 40.00
nOn 37.16 29.35 35.95 40.39 40.12 40.32 40.68 40.12
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Table 11. French average precision

Query weight
Doc weight nnn bnn lnn ntn ltn atn dtn npn

nnn 7.72 2.78 5.71 16.71 15.86 15.53 14.47 17.49
bnn 16.01 4.25 13.19 29.73 25.13 24.97 23.30 29.15
atn 31.02 27.03 31.16 29.91 29.76 30.28 29.47 29.95
ntc 33.53 34.68 35.86 32.09 33.89 33.99 33.08 31.98
lnc 36.20 32.22 36.74 39.06 40.69 40.82 39.37 38.77
ltc 35.39 35.37 37.40 34.38 34.17 34.29 34.73 33.40
ltn 35.65 22.36 32.68 37.87 36.64 36.99 35.44 37.89
nRn 46.98 38.15 45.01 49.06 48.16 48.76 47.03 48.78
nOn 42.25 33.02 40.39 49.01 47.07 47.36 45.65 48.38

are 3 sets of documents. For each collection we have selected the following fields:
lemonde94 TITLE TEXT, and TI KW LD TX ST for sda 94 and 95. For the
queries, we have selected the fields FR-title FR-desc FR-narr. We have tested
the same combination of weighting schemes as the one tested in the Finnish
collection. The results are in the table 11.

Finally, we have taken the best weighting query scheme for the Okapi model
(nOn) and we have computed some variation of the two constant k1 and b. The
results are in the table 12. The best values are obtained with the couple (1, 0.75)
which confirm the choice usually taken for this measure. In this language, we
also note that the stability of the DFR measure (nRn) is better than other query
weightings, except with binary queries (bnn).

Table 12. k1 and b variation for nOn ntn

b values
k1 values 0.25 0.5 0.75 1 1.25

0.5 42.83 45.83 47.04 46.95 46.43
1 46.01 47.96 49.48 47.86 44.67
1.5 46.95 48.69 49.36 45.08 41.92
2 46.97 48.56 49.01 43.98 39.04
2.5 46.76 48.19 46.31 43.18 11.81

We obtain the best average precision with the inverse document frequency
(ntn). We have not performed any special treatments for the queries, like re-
moving terms that are not related to the theme (ex: document, retrieved, etc).
The results show that a natural language analysis of the query to remove these
empty words should improve the results.
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5 Conclusion

The goal of this article is solve some of the difficulties in setting up experiments in
IR, by providing a flexible and open architecture based on recent technologies.
This architecture allows fast integration of new modules for natural language
treatments in IR. We think that to sacrifice the speed of treatment in order
to gain flexibility in the construction of experiments, is a worthwhile bet. It
is true that one can argue against the choice of XML coding, for its lack of
compactness and also the overhead generated by coding and decoding of infor-
mation. The question is also raised in the XML community and leads to the
definition of a possible ”XML Binary” format which represents original data
in a more compact way. System X-IOTA was already used for the test cam-
paign CLEF 2003/04 [17]. Indexing and query time performances are reduced
compared to the integrated system SMART. Nevertheless, the effectiveness is
still sufficient for this type of test collections. The current version of the system
with a sufficient number of modules to carry out experiments of bases in IR is
freely available at http://xiota.imag.fr. Because of its simplicity, this system
could also be adapted to teaching IR experiments. Concerning the experiment
of the weighting scheme, we recommend the use of the DFR which its very sta-
ble weighting that gives very good results almost independently of the query
weighting.

I thanks all those which took part in the coding of system X-IOTA, like
François Paradis. The experience of his PIF experimental IR system, has inspired
orientation of initial IOTA system [18] towards current system X-IOTA. I also
thank Lonce LaMare Wyse and Leong Mun Kew from the Institute for Infocomm
Research for their useful comments on this paper.
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Abstract. We present a recognition-based digitization method for build-
ing digital library of large amount of historical archives. Because the most
of archives are manually transcribed in ancient Chinese characters, their
digitization present unique academic and pragmatic challenges. By inte-
grating the layout analysis and the recognition into single probabilistic
framework, our system achieved 95.1% character recognition rates on
test data set, despite the obsolete characters and unique variants used
in the archives. Compared with intuitive verification and correction in-
terface, the system freed the operators from repetitive typing tasks and
improved the overall throughput significantly.

1 Introduction

Recently, Korean national agencies launched an ambitious project of building a
digital library of historical archives that have been kept by various institutions.
Leveraging the Internet infrastructure of Korea, the project aims to provide
instant access to the archives for the researchers and the public, who had been
endowed with limited chance due to maintenance reasons.

The first phase of the project, which began in 2000, has been a pilot exper-
iment that explores the possibility. During this phase, the chronicles of King’s
secretaries have been digitalized, which is shown in figure 1. A number of unique
and challenging technical issues have been identified as a result.

The main challenge came from the fact that the most of archives are composed
of handwritten Chinese characters. Basically, they are similar to traditional Chi-
nese characters, but there are a lot of obsolete characters that are hardly used in
contemporary texts. The archives also contains significant number of unique vari-
ants, which are depicted in figure 2. The unique layout of documents, in which
the characters are written in vertical order, also provide additional challenges.

These prevented applying the conventional technologies directly. Dedicated
methods had to be developed for almost everything, including the character code
set and the keyboard layout. As a consequence, the initial system had to rely on
humans for analyzing and annotating the scanned document images. Initially,
operators who were trained with new input methods typed in the content of
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Fig. 1. Images from chronicles of King’s Secretaries

Fig. 2. Variants found in historical archives

the document. These annotations were later verified by experts who could in-
terpret and understand the content of archives. This approach was inevitably
time-consuming and showed only limited performance. During four years, docu-
ments with about one billion characters were digitized, which accounts for about
1.25 % of entire archives. This suggests that it will take centuries to complete the
digitization project in current pace. In order to improve the overall throughput,
we developed a dedicated recognition system for handwritten Chinese characters
in historical archives. Our system does not intend to completely replace the op-
erators. The recognition of handwritten Chinese characters has been one of the
most challenging pattern recognition problem, and current recognition perfor-
mance are far from perfect yet [1][2][3][4][5]. Rather, our system aims to augment
human operators and experts by freeing them from repetitive input task. Our
system provides the most likely recognition candidates by analyzing the entire
layout of document, the shape of each character, and the linguistic contextual
likelihood in a single probabilistic framework. The results can be regarded as
sensible initial hypotheses. As a consequence, the human operators only need to
verify the recognition results in most cases instead of typing in every character.
Combined with intuitive verification interface, our system achieved considerable
increase in overall throughput.

2 Recognition of Handwritten Chinese Characters

2.1 Overview

The problem of recognizing a document can be regarded as identifying its layout
L and the content S, given the image X. In our system, the relationships between
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these elements are modeled as a single probabilistic model. The system yields
the recognition result by choosing the one with maximum posterior probability
p(L, S|X) among hypotheses.

S, L = arg max
S,L

p(S, L|X). (1)

It is difficult to model the posterior p(S, L|X) directly. However, we can
transform the posterior into product of likelihoods of the image given the layout
and the content by using Bayes’ rule. Assuming the likelihoods of the layout and
the content S to be conditionally independent of each other, equation 1 can be
represented as follows:

S, L = arg max
S,L

p(X|S, L)p(S)p(L). (2)

Equation 2 indicates that there are three major components in our system
- the layout model p(L), the language model p(S), and the character model
p(X|S, L). The layout model evaluates the likelihood of the segmentation of
document image. The character model represents the likelihood of the image
being generated by given character. The language model evaluates the linguistic
likelihood of recognition result.

In following sections, we describe each model in detail.

2.2 Layout Analysis

The objective of the layout analysis is to segment the entire document image
into individual character images. The layout model evaluates the likelihood of
each segmentation hypothesis by inspecting simple geometric characteristics of
character image candidates.

As depicted in figure 1, the documents in the chronicles of King’s secretaries
have relatively simple layout. However, it is almost impossible to get correct
segmentation using simple geometric features only. As a consequence, we employ
over-segmentation approach: all possible character boundaries are first identified
using a dedicated algorithm, and then a lattice that indicates possible character
image hypotheses are created.

In the chronicles of King’s secretaries, the segmentation lattice is built for
each line, which is identified through projection profile analysis. In order to deal
with complex character boundaries, we used a Tseng’s nonlinear segmentation
algorithm [6]. As figure 3 shows, the algorithm can effectively identify complex
boundaries between overlapped and touched characters.

These possible character boundaries form the nodes in the segmentation lat-
tice as figure 4 shows. Each node in lattice represents a possible character bound-
ary, and each arc a candidate for a character image which is enclosed between
a pair of boundaries. Because it is computationally infeasible to investigate all
possible boundary pairs, we only add character image candidates that have sig-
nificant layout likelihoods. The layout likelihood p(L) utilizes three geometric
features of character image: the height h(x), the squareness sq(x) and the in-
ternal gaps gap(x). The squareness measures the similarity of bounding box to
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Fig. 3. Pre-segmentation by nonlinear segmentation path

Fig. 4. Possible character boundaries from segmentation lattice

the square. The internal gap indicates blank lines contained in character image.
These features are assumed to be independent of each other.

pL(x) = p(h(x))p(sq(x))p(gap(x)). (3)

The probability distribution of each feature was estimated using Parzen windows
[7].

Once the lattice is compiled, n best segmentation candidates within it is
identified using Viterbi algorithm as figure 4. These segmentation candidates
are used for evaluating the posterior in later stages.

2.3 Character Model

The character model evaluates the geometric likelihood of each individual char-
acter image, which is provided by a layout hypothesis L. The geometric vari-
ations for individual character shapes are assumed to be independent of each
other. Therefore, the geometric likelihood of entire sentence/document can be
factorized into that of individual characters as shown in equation 4.

p(X = x1· · ·xn|S = si· · ·sn, L) =
∏

i

p(xi|si, L). (4)

The geometric model for each character image p(xi|si, L) uses a contour
direction feature, which has been preferred for handwritten Chinese character
recognition. The contour direction features are extracted from respective images
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Fig. 5. Normalized images with 8 × 8 blocks
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Fig. 6. Four groups of contour directions

as follows. First, the image is normalized into 64 by 64 pixels by a nonlinear
normalization algorithm and smoothed using Gaussian filter in order to minimize
the effect of geometric variations, aliasing and noises[8]. Then, it is divided into 8
by 8 independent blocks. Within each block, the distribution of contour direction
is estimated using the gradients of the image. The directions of contours are
quantized into four groups as shown in figure 6. Consequently, the dimension of
the feature vector is 256.

The geometric model of each character p(x|si, L) is represented as a multivari-
ate Gaussian with mean vector μi for each character and common covariance Σ.

p(x|si, L) = (2π)−d/2|Σ|−1/2 exp
(

−1
2
(x − μi)T Σ−1(x − μi)

)
. (5)

For the sake of computational efficiency, n best character candidates of each
image are identified using the geometric likelihoods before evaluating the full
posterior p(S, L|X). The candidates can be identified by measuring the Maha-
lanobis distance from the mean vector of each character μi.

di(x) =
√

(x − μi)T Σ−1(x − μi). (6)



286 M.S. Kim et al.

If the distances of an image x fails to exceed certain threshold for every char-
acter, it is classified as an out-of-vocabulary character. These out-of-vocabulary
characters are manually processed in the last stage.

2.4 Language Model

The language model assesses the linguistic contextual likelihoods of recogni-
tion results. It helps to resolve ambiguities in individual character level by in-
corporating contextual information provided by adjacent character recognition
result.

Fig. 7. Example of error that resulted from recognizing each character individually

We used a bigram model of Chinese characters, which is implemented us-
ing Katz’s back-off method[9]. The back-off model hierarchically cascades the
maximum likelihood estimates of high order conditional probability models with
lower order ones in order to provide more robust estimate, as shown below.

p(w) = pbo(si|si−d
i−1) =

{
dsi−d

i
pML(si|si−d

i−1) if pML(si|si−d
i−1) > 0

αsi−d
i−1

pbo(si|si−d+1
i−1 ) otherwise

(7)

where dsi−d
i

is a discounting coefficient αsi−d
i−1

a back-off coefficient for given si−d
i .

2.5 Verification

After evaluating the posterior, the system creates groups of character images
with same recognition results and create the indices into their original positions
in the respective images. This character groups are presented to operator, sorted
by their posterior likelihoods as shown in figure 8. The operator then visually
identifies the recognition errors by looking at the character in the original image.
After removing all errors, the recognition result is assigned to all images in the
group with confirmation of the operator. As a consequence, the operators only
have to type in the identities of misrecognized character images and out-of-
vocabulary character image.
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Fig. 8. Verification interface

3 Experimental Results

We evaluated the effectiveness of the proposed methods using the manually digi-
tized chronicles of King’s secretaries. For building character model, 100 example
images for each character were used. The character models were built for most
frequently used 2,568 characters that constitute 99% of frequency of usage in
training data. The remaining characters were considered as out-of-vocabulary
characters. For testing the recognition performance, we used other 1,000 doc-
ument images. As shown in table 1, the proposed system achieved 95.1% of
recognition rates. Compared to the recognition rates of baseline system that is
based on Euclidian distance template matching, the proposed system reduces
error rates by about 8%.

Table 1. Recognition rates

Classifier Baseline Proposed
Recognition Rates 87.5 95.1

4 Conclusion

We proposed a recognition-based digitization system for building digital library
of Korean historical archives. By integrating layout analysis and recognition into
single probabilistic framework, the proposed system could automate significant
amount of annotation process. Experiments showed that the character recogni-
tion rates of the propsed system is 95.1%, which means only 5% of characters
demand time-consuming manual annotation process. As a result, the overall
throughput of the system and the reliability of final results was significantly
improved.
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Abstract. There exist practical bit-parallel algorithms for several types
of pair-wise string processing, such as longest common subsequence com-
putation or approximate string matching. The bit-parallel algorithms
typically use a size-σ table of match bit-vectors, where the bits in the
vector for a character λ identify the positions where the character λ
occurs in one of the processed strings, and σ is the alphabet size. The
time or space cost of computing the match table is not prohibitive with
reasonably small alphabets such as ASCII text. However, for example
in the case of general Unicode text the possible numerical code range of
the characters is roughly one million. This makes using a simple table
impractical. In this paper we evaluate three different schemes for over-
coming this problem. First we propose to replace the character code table
by a character code automaton. Then we compare this method with two
other schemes: using a hash table, and the binary-search based solution
proposed by Wu, Manber and Myers [25]. We find that the best choice
is to use either the automaton-based method or a hash table.

1 Introduction

Different types of pair-wise string processing algorithms are fundamental in many
information retrieval and processing tasks. Let the two processed strings be P
and T , of length m and n, respectively. The most basic task is exact string
matching, where P is a pattern string and T a text string, and one searches
for occurrences of P inside T . Other typical examples include case-insensitive
search, regular expression matching, and approximate string comparison. So-
called bit-parallel algorithms have emerged as practical solutions for several of
such string processing tasks. Let w denote the computer word size. We list here
some examples of practical bit-parallel algorithms. Each of these has a run time
O(�m/w�n). Baeza-Yates and Gonnet [3] proposed an algorithm for exact string
matching, and that algorithm can handle also for example case-insensitive search.
In [17] Navarro presents methods for allowing repeatable or optional characters
in the pattern. Allison and Dix [2], Crochemore et al. [5], and Hyyrö [11] have
presented algorithms for computing the length of a longest common subsequence
between P and T . Myers [15] presented an O(�m/w�n) algorithm for finding

S. H. Myaeng et al. (Eds.): AIRS 2004, LNCS 3411, pp. 289–300, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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approximate occurrences of P from T , when Levenshtein edit distance is used
as the measure of similarity. This algorithm can be modified to compute Lev-
enshtein edit distance between P and T [12] as well as to use Damerau edit
distance [10].

The above-mentioned, as well as numerous other, bit-parallel algorithms typ-
ically use a size-σ table of match bit-vectors, where σ is the size of the alphabet
Σ, and the characters in Σ are mapped into the interval [0 . . .σ − 1]. Let us
call the match table PM . For each character λ ∈ Σ, the bit values in the cor-
responding match vector PMλ mark the positions in P where the character λ
occurs. The cost of preprocessing and storing PM is reasonable with small al-
phabets, such as the 7- or 8-bit ASCII character set. But in case of more general
alphabets, perhaps most importantly Unicode text, the range of possible nu-
merical character codes is much larger. To be specific, Unicode character codes
fall into the range [0 . . . 1114111]. This makes using a naively stored PM table
impractical. A basic observation is that the value PMλ needs to be explicitly
computed only for those O(m) characters λ that occur in P . All other characters
share an identical “empty” match vector. One quite straightforward solution is
then to store only the non-empty vectors PMλ into a hash table whose size is
O(m) instead of σ. Another solution, similar to the one proposed by Wu, Manber
and Myers [25], is to sort into one size-O(m) table the character codes of those
λ that occur in P , and store the match vectors PMλ, in corresponding order,
into another size-O(m) table. The value PMλ is then determined by doing an
O(log m) binary search in the code table (the bound assumes that two character
codes can be compared in constant time). If the code of λ is found at the ith
position, then the vector PMλ is in the ith position of the match vector table,
and otherwise PMλ is an empty match vector.

In this paper we propose another approach for storing and locating the PMλ

vectors. The idea is to build an automaton that recognizes the alphabet character
codes and whose accepting states identify the corresponding match vectors. The
automaton reads the characters in byte-wise manner. We compare this method
with the above described alternatives on UTF-8 encoded Unicode text and find
that using an automaton is competitive. The results show that the choice of
how to handle the match bit-vectors can have a significant effect in terms of the
overall processing time: using the binary-search based method of Wu, Manber
and Myers [25] may result in the overall processing time being almost three
times as much as with the other two methods. We also include a basic direct
table lookup in the comparison. This is done by using a restricted multi-byte
character set that allows us to use a small table in storing the match vectors.
The comparison provides a characterization about the feasibility of using bit-
parallel algorithms with Unicode text. This is important as Unicode is becoming
more and more widely used. This is true especially on the Internet, which allows
people with very different cultures (and character sets) share textual information.
XML (eXtensible Markup Language), which is an increasingly popular format
for storing data for example on www-pages, uses by default UTF-8 encoded
Unicode text. To our best knowledge, the current paper provides the first study
about using bit-parallel algorithms in processing multi-byte encoded strings.
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2 Unicode

The 7-bit ASCII (American Standard Code for Information Interchange) is a fun-
damental computer character encoding. It, or some8-bit extendedASCII formof it,
is used with variations of the Latin (or Roman) alphabet. Many common computer
systems/programs, such as the UNIX operating systems variants as well as the C
programming language, are inherently designed to use such a single-byte ASCII
code. For example a zero-byte is typically interpreted to mark an end of file.

In many languages, such as Japanese or Chinese, the commonly used alpha-
bets require a multi-byte character encoding. There are several specialized en-
codings. For example Japanese Extended Unix Code (EUC), BIG5 (Taiwanese),
shift-JIS (Japanese), EUC-KR (Korean), and so on. For compatibility with
ASCII-oriented systems, such multi-byte encodings usually reserve the code
range 0 . . . 127 for the single-byte 7-bit ASCII characters, and the multi-byte
characters consist of byte values in the range 128 . . . 255. In terms of being able
to recognize the characters, an important property in practice is also that the
multi-byte code should be a prefix code. This means that no character code should
be a continuation of another, or conversely, that no character code should be a
prefix of another character code.

In order to avoid compatibility problems when processing texts with differ-
ent languages and alphabets, the Unicode Consortium has created a common
international standard character code, Unicode, that can express every char-
acter in every language in the world [24, 23]. In its present form, Unicode can
express 1114112 different characters. Out of these, currently more than 96000
are actually mapped into some character. Unicode defines a numeric code for
each character, but it does not specify how that code is actually encoded. The
following three are common alternatives:

UTF-32: A simple fixed-length encoding, where each character is encoded with
4 bytes. The main advantage over UTF-16 and UTF-8 is that processing the
text is simple. Downsides are the large space consumption and that differ-
ent computer architectures may represent multi-byte sequences in different
orders (“endianness”), which results in compatibility issues.

UTF-16: A variable-length encoding: each character is encoded by 2 or 4 bytes.
The main advantage over UTF-32 and UTF-8 is that the method uses typ-
ically only 2 bytes for example for Chinese, Korean or Japanese characters.
A downside is that also UTF-16 is affected by the endianness of the used
computer architecture.

UTF-8: A variable-length encoding: each character is encoded by 1, 2, 3 or
4 bytes. The main advantage over UTF-32 and UTF-16 is the high level
of compatibility: UTF-8 is directly compatible with the ASCII code, and
it is not affected by the endianness of the hardware. UTF-8 is the default
encoding for the XML format. In terms of space, an advantage is that ASCII
characters take only a single byte. A downside in comparison to UTF-16 is
that for example Chinese, Korean or Japanese characters take typically 3
bytes.
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In this paper we concentrate on UTF-8 as it is the most compatible of these
three choices and also serves as an example of a general variable-byte encoding.

In the following we describe the basic structure of UTF-8 encoding. We show
the structure of each byte as an 8-bit sequence, where the bit significance grows
from right to left, and a value ‘x’ means that the corresponding bit value is used
in storing the actual numeric value of the encoded character. Below each 8-bit
sequence we also show the corresponding possible range of numerical (base-10)
values for the byte.

1 byte: 0xxxxxxx
0 . . . 127

2 bytes: 110xxxxx 10xxxxxx
192 . . . 223 128 . . . 191

3 bytes: 1110xxxx 10xxxxxx 10xxxxxx
224 . . . 239 128 . . . 191 128 . . . 191

4 bytes: 11110xxx 10xxxxxx 10xxxxxx 10xxxxxx
240 . . . 247 128 . . . 191 128 . . . 191 128 . . . 191

The length of a UTF-8 code can be inferred from the most significant (here
leftmost) bits of its first byte. If the first bit is zero, the code has a single byte.
Otherwise the code has as many bytes as there are consecutive one bits when
counting from the most significant bit towards the least significant bit. A byte is
a continuation byte of a multi-byte UTF-8 code if and only if its value is in the
range 128 . . . 191. UTF-8 is clearly a prefix code. The number of available bits
(‘x’) for encoding a character code is 7 for a single-byte code, 11 for a 2-byte
code, 16 for a 3-byte code, and 21 for a 4-byte code. Hence UTF-8 encoding can
in principle express 27 + 211 + 216 + 221 = 2164864 distinct characters.

3 Basic Variants of String Processing

In this section we review three fundamental and much studied forms of string
processing. They were chosen as typical representatives of string processing that
can be solved by efficient bit-parallel algorithms. The motivation is to lay basic
background: The discussed tasks are the ones we will concentrate on in the tests
with multi-byte encoded text in Section 5. But let us first introduce some further
basic notation. The length of a string A is denoted by |A|, Ai is the ith character
of A, and Ai..j denotes the substring of A that begins from its ith character and
ends at the jth character. If j < i, we interpret Ai..j to be the empty string ε. If
A is nonempty, the first character of A is A1 and A = A1..|A|. The substring A1..j

is a prefix and the substring Aj..|A| is a suffix of A. The string C is a subsequence
of the string A if C can be derived by deleting zero or more characters from A.
Thus C is a subsequence of A if the characters C1 . . . C|C| appear in the same
order, but not necessarily consecutively, in A.

Exact String Matching. Exact string matching is one of the most funda-
mental string processing tasks. When one is given a length-m pattern string P
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and a length-n text string T , the task is to find all text indices j for which
P = P1..m = Tj−1+m..j . A common variant of this, and also the following two
other tasks, is case insensitive matching, where no distinction is made between
lower- and uppercase characters.

Longest Common Subsequence. The string C is a longest common subse-
quence of the strings P and T , if C is a subsequence of both P and T , and no
longer string with this property exists. We denote a longest common subsequence
between the strings P and T by LCS(P, T ), and LLCS(P, T ) denotes the length
of LCS(P, T ). Both LCS(P, T ) and LLCS(P, T ) convey information about the
similarity between P and T . This may be used for example in molecular biology
(see e.g. [21]), file comparison (e.g. the Unix “diff” utility), or assessing how
closely related two words are to each other (e.g. [20]).

Edit Distance and Approximate String Matching. Edit distance is an-
other measure of similarity between two strings. The edit distance ed(P, T ) be-
tween the strings P and T is in general defined as the minimum number of edit
operations that are needed in transforming P into T or vice versa.

The task of approximate string matching is to find all text locations where a
text substring is within a given edit distance from the pattern. A more formal
definition is that the task is to find all text indices j for which ed(P, Th..j) ≤ k,
where h ≤ j and k is the given error threshold.

Above we did not specify the type of the edit distance. The following dis-
tances are typical. We denote by eds(P, T ) a simple edit distance that allows one
edit operation to delete or insert a single character. The values eds(P, T ) and
LLCS(P, T ) are connected by the equality 2×LLCS(A, B)= n + m − edid(A, B)
(e.g. [6]). Probably the most common form of edit distance is Levenshtein edit
distance [14], which extends the simple edit distance by allowing also the opera-
tion of substituting a single character with another. We denote Levenshtein edit
distance between P and T by edL(P, T ). Damerau distance [8], which we denote
by edD(P, T ), is used especially in spelling correction related applications. It ex-
tends Levenshtein distance by allowing also a fourth edit operation: transposing
(swapping) two adjacent characters.

3.1 Bit-Parallel Algorithms

During the last two decades, so-called bit-parallel algorithms have emerged as
practical choices for several string processing tasks. The principle of such algo-
rithms is in general to take advantage of the fact that computers process data in
chunks of w bits, where w is the computer word size (in effect the number of bits
in a single register within the processor). Currently most computers have a word
size w = 32, but also the word size w = 64 is becoming increasingly common.
In addition, most current personal computers support specialized instruction
extension sets, such as MMX or SSE, that allow one to use w = 64 or even
w = 128. Bit-parallel algorithms store several data-items into a single computer
word, and then update them in parallel during a single computer operation.
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ComputePM(P )
For λ ∈ Σ Do PMλ ← 0m

For i = 1 . . . m Do PMPi
← PMPi

| 0m−i10i−1

Bit-ParallelProcessing(P, T )
ComputePM(P )
InitializeVectors
For j = 1 . . . n Do

ProcessVectors(Tj)
ProcessResult (if required)

Fig. 1. Preprocessing the PM -table and a basic skeleton for the discussed bit-parallel
algorithms

We use the following notation with bit-vectors: ’&’ denotes bitwise “and”, ’|’
denotes bitwise “or”, ’∧’ denotes bitwise “xor”, ’∼’ denotes bit complementation,
and ’<<’ and ’>>’ denote shifting the bit-vector left and right, respectively,
using zero filling in both directions. Bit positions are assumed to grow from
right to left, and we use superscripts to denote repetition. As an example let
V = 1110010 be a bit vector. Then V [1] = V [3] = V [4] = 0, V [2] = V [5] =
V [6] = V [7] = 1, and we could also write V = 130210.

The general high-level scheme for bit-parallel string processing algorithms is
as follows. First a size-σ match table PM is computed for the length-m string P .
PM holds a length-m match bit-vector PMλ for each character λ ∈ Σ. The bit-
vector PMλ identifies the positions in the string P where the character λ occurs:
the ith bit of PMλ is set if and only if Pi = λ. For simplicity, we will assume
throughout this paper that m ≤ w. The case m > w can be handled by simulat-
ing a length-m bit-vector by concatenating �m/w� length-w bit-vectors, and thus
the table PM occupies in general σ�m/w� bits. Once PM is preprocessed and
the data bit-vectors used by the algorithm have been initialized, the bit-parallel
algorithm processes the string T sequentially. At each character Tj the algorithm
updates the data bit-vectors by using bit-operations. Depending on the task, the
algorithm may at this point also update some score value and/or check whether
a match was found at position j. Fig. 1 shows pseudocode for preprocessing
PM and a skeleton for the actual processing phase. The sub-procedure “Pro-
cessVectors” encloses all steps that a particular algorithm conducts at character
Tj . In what follows we will show some specific choices for the sub-procedures.
Each bit-parallel algorithm that we discuss runs in O(n) time when m ≤ w
and in general in O(�m/w�n) time. But a detailed discussion of any of these
algorithms is outside the scope of this paper; the reader should look into the
given references for more information about them. The algorithms are shown as
examples of different types of bit-parallel algorithms, and they are the ones we
use in testing.

Due to the nature of the match table PM , it is a well-known fact that bit-
parallel algorithms can be easily modified to be case-insensitive. This is usually
said more broadly: the algorithms can use classes of characters. For each char-
acter λ we may define a set of characters that are deemed to match with λ. This
can be done simply by setting the ith bit of PMλ′ for all such λ′ for which we
wish to define Pi = λ = λ′.
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InitializeVectors-SA
R ← 0m

ProcessVectors-SA(Tj)
R ← ((R << 1) | 0m−11) & PMTj

If R & 10m−1 �= 0m Then
Report an occurrence of
P ending at Tj .

InitializeVectors-LLCS
P ← 1m

ProcessVectors-LLCS(Tj)
X ← P & PMTj

P ← (P + X) | (P − X)

ProcessResult-LLCS
LLCS(P, T ) is the number of
zero bits in P

InitializeVectors-ASM
currDist ← m
V N ← 0m

V P ← 1m

ProcessVectors-ASM(Tj)
D0 ← (((PMTj

& V P ) + V P ) ∧ V P ) | PMTj
| V N

HP ← V N | ∼ (D0 | V P )
HN ← D0 & V P

If HP & 10m−1 = 10m−1 Then
currDist ← currDist + 1

Else If HN & 10m−1 = 10m−1 Then
currDist ← currDist − 1

If currDist ≤ k Then
Report an approximate occurrence of P at Tj

V P ← (HN << 1) | ∼ (D0 | (HP << 1))
V N ← D0 & (HP << 1)

Fig. 2. Bit-parallel procedures for exact string matching (upper left), LLCS computa-
tion (lower left), and approximate string matching (right)

Baeza-Yates and Gonnet proposed the bit-parallel shift-and algorithm [3] for
exact string matching. When m ≤ w, its behaviour is similar, although much
faster, than that of the well-known linear-time string matching algorithm of
Knuth, Morris and Pratt [13]. Shift-and processes all text characters in sequential
order, and thus it is typically somewhat slower than algorithms that try to skip
quickly over such text areas that are seen not to contain a match (e.g. [4, 7, 18]).
The latter approach is, however, more difficult in the case of variable-length
encoded text. The pseudocode for the bit-parallel processing of the shift-and
algorithm at the character Tj is shown in the upper left part of Fig. 2.

Allison and Dix [2] proposed the first bit-parallel algorithm for the longest
common subsequence problem. To our best knowledge, this was also the first
bit-parallel approximate string processing algorithm. Later Crochemore et al.
[5] and Hyyrö [11] have proposed similar variants. The lower left part of Fig. 2
shows the pseudocode for the bit-parallel LLCS processing of [11] that makes four
operations per character of T . As discussed in [11], these bit-parallel algorithms
are very practical for LLCS-computation.

Myers [15] presented an efficient bit-parallel algorithm for approximate string
matching under Levenshtein edit distance. The tests in [16] show that this algo-
rithm is in many cases the fastest in practice. Here we refer to so-called “verifi-
cation capable” algorithms that are based on actually computing edit distance.
It is easy to transform Myers’ algorithm to compute edit distance [12], and it
has also been modified to use Damerau distance [10]. The right side of Fig. 2
shows the pseudocode for the slightly simpler variant of Hyyrö [9, 19].

4 Storing the Match Vectors

As discussed in Section 1, storing the match vectors PMλ into a size-σ table is
not practical in the case of Unicode encoded text or similar large alphabets. In
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this section we first propose an approach that uses a code automaton to overcome
this problem. Then we also discuss two other options.

Code Automaton. Our proposal is to build a minimized code automaton that
uniquely recognizes the encoding of each character that appears in P , and in
addition accepts the encodings of all those characters that do not appear in the
pattern. Let u be the number of different characters that appear in P . Then the
code automaton has u + 1 accepting states: one for each different character in
P , and one that represents all other characters in Σ. If the character λ appears
in P , we associate PMλ with the state that accepts the encoding of λ. The
state that represents those characters that do not appear in P will be associated
with a zero match vector 0m. In our case of multi-byte character encoding, we
will read the text T with the code automaton one byte at a time. Whenever
the automaton recognizes a character, a bit-parallel algorithm can process the
currently read text character Tj by using the match vector that is associated
with the current accepting state.

Such a code automaton can conceptually be built by first composing a trie
over the encodings of all characters in the alphabet, and then minimizing it so
that all leaves that correspond to characters that do not appear in the pattern
P are merged into a single leaf. The leaves corresponding to the characters that
appear in the pattern are not merged. When u has the same meaning as above,
the resulting DAG (Directed Acyclic Graph) has u + 1 leaf nodes, which are
the accepting states of the corresponding automaton. The final automaton is
then composed by augmenting the DAG with Aho-Corasick failure links [1] and
associating the match vectors with the accepting states. The process (except for
the match vectors) is similar to how the pattern matching automaton used in
[22] is built. The main difference is that here the “set of patterns” of the pattern
matching automaton is formed by those character encodings that appear in P .
Fig. 3 shows an example.

Hash Table. The second approach is to use a hash table, which is a standard
text-book procedure for storing keys. In this scheme the range of numerical values
of the character encodings (for example 1 . . . 1114112 in the case of the full range
of Unicode encodings) is mapped onto a relatively small integer range 1 . . . x. Let
code(λ) denote the numerical value of the encoding of the character λ, and let the
function hash(code(λ)) give the mapping onto the range 1 . . . x. For each λ that
occurs in P , the value code(λ) is stored into the position hash(code(λ)) of the
match vector table. If two non-equal characters in P have the same mapping,
different mechanisms can be used. We describe here a simple linear hashing
scheme. If the position hash(code(λ)) in the table is already used when we are
attempting to store code(λ) into it, we continue probing the next positions one-
by-one until an empty position is found and store the value there. If the end of
the table is reached, we continue from the first position of the table. This works
as long as the table is not yet full, but the process takes h steps in the worst case,
where h is the number of items currently in the table. But the scheme works well
if the number of stored items is small in comparison to x. The match vectors are
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Fig. 3. An example of a code automaton for UTF-8. Here the pattern has characters
with bytewise decimal UTF-8 encodings 65 (= ‘A’), 206 176 (= ‘π’), 227 129 130 (’o’
in Japanese hiragana), and 240 157 133 160 (= a note symbol). The corresponding
accepting states are numbered 1, 3, 6 and 10, respectively. State 0 is the initial state,
and state 15 is the accepting state for those characters that do not appear in the pattern.
The matched pattern character and the corresponding match vector are shown next to
each accepting state. The dashed arrows correspond to failure links that are followed
when the current state does not have an outgoing solid arrow for the current byte
value. After reaching an accepting state, the automaton resets itself into state 0 (this
is an empty transition)

associated with the corresponding character encodings in the table. Finding the
encoding value of a text character Tj from the table works in similar fashion: first
the mapping value hash(code(Tj)) is computed, and then the table is checked
from the corresponding position onwards until either the value code(Tj) or an
empty position is found. In the former case we use the associated match vector.
In the latter case the table does not contain code(Tj), and we use an empty
match vector 0m.

In our case we know in advance that the table will hold exactly u values,
where u is again the number of distinct characters in P . For efficiency we use an
extended table of size x + u so that we do not need to worry about reaching the
end of the table. With multi-byte text we have tested a very simple mapping.
It maps a multi-byte code onto the range 0 . . . 255 (corresponds to x = 256) by
using the value of the last byte in the code. As far as the encodings are random
enough not to share too many identical last bytes, this works very efficiently.

Binary Search. The third approach is derived from the proposition of Wu,
Manber and Myers [25]. In it the numerical values of the character encodings of
the u distinct pattern characters are stored into a size-u table, and the values
are sorted. The match vectors are associated with the corresponding values. The
value code(Tj) is looked up from the table by doing an O(log2u) binary search.
Again we use the corresponding match vector if the value code(Tj) was found
from the table, and otherwise an empty match vector 0m.
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AMD Athlon64
Shift-and LCS ASM

m 4 8 16 32 4 8 16 32 4 8 16 32
AUT 128 127 127 128 129 128 129 130 114 113 112 113
BIN 209 248 293 380 199 232 270 351 167 192 219 278

HASH 120 122 130 150 122 126 133 154 109 110 114 129
SIMP 100 100 100 100 100 100 100 100 100 100 100 100

Intel Pentium 4
Shift-and LCS ASM

4 8 16 32 4 8 16 32 4 8 16 32
84 84 86 87 99 89 90 90 97 95 95 95
185 221 269 323 205 223 269 322 192 218 252 302
109 112 121 138 104 96 104 122 101 100 105 121
100 100 100 100 100 100 100 100 100 100 100 100

AlphaStation XP1000
Shift-and LCS ASM

m 4 8 16 32 4 8 16 32 4 8 16 32
AUT 140 141 140 141 131 132 132 133 131 132 132 132
BIN 220 256 299 354 196 224 251 293 182 211 246 285

HASH 114 118 125 145 113 115 118 138 111 114 120 135
SIMP 100 100 100 100 100 100 100 100 100 100 100 100

Sparc Ultra 2
Shift-and LCS ASM

4 8 16 32 4 8 16 32 4 8 16 32
103 103 106 107 108 110 113 115 103 104 105 106
218 245 277 310 202 229 258 289 168 186 206 230
103 104 108 119 106 107 109 119 100 102 104 111
100 100 100 100 100 100 100 100 100 100 100 100

Fig. 4. The results for the three tested string processing tasks on four different com-
puter architectures. AUT : code automaton, BIN : binary search, HASH : hash table,
SIMP : direct table lookup (the multibyte characters allowed in the patterns were re-
stricted to a small subset, thus allowing to use a simple table)

5 Test Results

We implemented and tested the three match table handling schemes from the
previous section. In order to characterize their performance in conjunction with
bit-parallel algorithms of various complexity, we did separate tests with each of
the three bit-parallel algorithms discussed in Section 3.1. In order to evaluate
hardware-dependency, we tested on four different computers: AMD Athlon64,
Intel Pentium 4, AlphaStation XP1000 and Sparc Ultra 2. The code was exactly
the same with all computers, and the different bit-parallel methods used the
same file-handling framework. On the AlphaStation we used CC compiler, and
on the other computers we used GCC. All code was compiled with the “-O9”
optimization switch. The tested strings were UTF-8 encoded, and they were
generated randomly. The lengths of P were m = 4, 8, 16 and 32. The length of
T was at least one million characters in the case of searching, and P and T were
of equal length in the case of computing LLCS(P, T ). Each test included 100
different choices for P . In searching we used a single text T , and in computing
the value LLCS(P, T ) we used as many T as was necessary for their combined
length to be at least one million characters. In order to estimate the overhead of
these match vector handling methods in comparison to the simple lookup from
a size-σ table, we included also a test where the strings contain only UTF-8
characters that have distinct last byte values. This way our simple hash table
method could be turned into a direct table lookup. Fig. 4 shows the results as a
percentage of the running time of the direct table lookup.

In each case, using binary search was clearly the worst method on all com-
puters. In some cases the overall processing time was almost three times longer
than with the code automaton. The relative performance of the hash table and
the code automaton varied depending on m and the computer. On Pentium 4
the code automaton was always the fastest scheme, in fact even faster than the
direct table lookup. We re-checked this with another compiler, and the situation
remained the same. This is perhaps due to some pipelining effect etc. We note
that this does not depend on the fact that the direct table lookup used restricted
character encodings: we tested also the other schemes on the specially encoded
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strings, and their running times were practically the same as with the regular
random strings. On Sparc and AMD the automaton and hash table performed
fairly equally. With small m the hash table tended to be often a little faster (al-
ways less than 10%), and with larger m the code automaton became the better
of the two. On AlphaStation the hash table was up to roughly 20% faster than
the code automaton, but still a little bit slower with m = 32.

One conclusion is that the code automaton is typically very competitive
against the other methods. We also note that the overall penalty for not being
able to use a direct table lookup is reasonably small: never more than roughly
40%. Since the advantage of the bit-parallel methods over other kinds of al-
gorithms is often much larger than this, they seem to be practical also with
multi-byte encoded text. In addition, also the other types of string processing
algorithms will have to pay some penalty for having to deal with multi-byte
encoding. We also point out that the automaton is quite insensitive to the value
of m or the properties of the strings. Hence it is a feasible option for use with
bit-parallel multi-byte string processing.

6 Conclusions

In this paper we proposed a scheme that uses a code automaton for looking up
match vectors of multi-byte encoded characters. We also discussed two other
schemes for the same task, and compared the three quite extensively. The test
results showed that using the automaton is often the fastest choice, and never
more than roughly 25% slower than the next best of these schemes. The binary
search based method proposed by Wu, Manber and Myers in [25] was found to
perform very slow. Using it resulted always in the longest processing time, in one
case almost three times longer than when using the code automaton. Overall the
test results give an idea about the feasibility of processing multi-byte encoded
text with bit-parallel algorithms. As the test indicated the penalty to be at most
roughly 40%, bit-parallel algorithms are a viable option with multi-byte text.
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9. Hyyrö, H.: Explaining and extending the bit-parallel approximate string matching
algorithm of Myers. Technical Report A-2001-10, Dept. of Computer and Infor-
mation Sciences, University of Tampere, Tampere, Finland, 2001.
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Abstract. As use of the World Wide Web (WWW) and mobile devices
spreads and becomes more advanced, people are increasingly able to use
mobile devices, such as cell phones, to access various kinds of local infor-
mation through the Internet for use in daily activities. Conventional mo-
bile information services focus on providing location information related
to the user’s current location. In contrast, we propose an information re-
trieval method that searches for ’local information’ pertaining to a wider
geographic region. In this paper, we consider local information to be the
kind of information that is of interest only to users within certain regions
or organizations. From this perspective, ’local information’ differs from
location information. Moreover, we are interested in searching for local
information pertaining to a wider region (an area) that extends beyond
a specific location (a place). Our local information retrieval method in-
cludes three stages: 1) searching for information using a query generated
with user location data and keywords, 2) mapping the content coverage
of searched Web pages onto the user’s current region, and 3) ranking the
regional information based on the notion of localness degree.

1 Introduction

As Internet use has spread and evolved, more and more information related to
our daily life and residential region has become available. In other words, there
is an increasing variety of Web pages whose content is ’local’. In this paper, we
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consider a Web page to be local if it is of interests to only the residents of a cer-
tain region or organization. From this perspective, local information differs from
location information. Conventional information retrieval systems and search en-
gines, such as Google [5], are very useful for helping users to find interesting in-
formation. However, users cannot easily find or exclude ’local’ information about
their daily lives and residential regions since it is difficult to specify keywords to
form an appropriate query. Some portal Web sites [11, 16] provide directory-type
search services for regional information. In such sites, the regional information is
organized manually. The resources available to do this may be limited, though,
and some valuable information may be missed.

At the same time, because of the advances of mobile computing, more and
more information systems have begun providing information related to each
user’s current location, which is obtained from users’ PHS or GPS devices. For
example, they may provide information concerning the area near the user’s cur-
rent location, such as information on nearby restaurants, public transportation,
or local weather. Most of these conventional mobile information systems[3, 7, 9,
14] thus search for information in a ”location-oriented” manner.

As an alternative that will let users search for local information about daily
activities and their residential regions, we earlier proposed a concept called the
localness degree [10, 12]. We say a Web page is local when it is of interest to only
the residents (users) of a certain region or organization. From this viewpoint, we
compute the localness degree of a Web page in two ways: a) by estimating its
region dependence - the occurrence frequency of geographic words and the area
of its content coverage, and b) by estimating how ubiquitous its topic is - in other
words, we estimate whether the information on the page is relevant everywhere
and everyday in our daily life. Information retrieval based on localness degree
differs from a conventional ”location-oriented” information system in that it
searches for information in a ”localness-oriented” manner.

In this paper, we propose a method to search for local-information of a par-
ticular region based on a coverage mapping of Web page and user’s location
data. With this method, information is searched for from both the ”localness-
oriented” and the ”location-oriented” perspectives. In other words, we propose
a hybrid information retrieval method that considers the localness degree of a
Web page and the location data for a user.

Note that the localness degree is a relative concept. For example, from the
standpoint of ”Kyoto Prefecture”, a Web page may be local. However, it may
not be local from the standpoint of ”Kyoto City”. In this paper, we modify
our previous computation of the localness degree by considering a hierarchical
region structure when searching for local information. Moreover, we compare
the content coverage of a Web page and a geographic region to select the local
information regarding a certain region.

In contrast to conventional location-oriented methods, we search for informa-
tion regarding a wider region that extends beyond the current location of a user.
In many cases, user will be familiar with their current locations, but will want
more information about other nearby places that they will visit or are consider-
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ing visiting. In short, we search for ”region” (area) information not just ”place”
(location point) information.

The reminder of this paper is organized as follows. In Section 2, we introduce
related work. In Section 3, we describe the mapping of content-coverage and the
user’s region of interest. The notion of localness degree is described in Section
4. We show some preliminary experiment results in Section 5. We conclude and
look at future research in Section 6.

2 Related Work

The KOKONONET system [13], which was developed as part of Mobile Info
Search (MIS) project[14], exchanges information bi-directionally between the
Web and the real world based on location data. KOKONONET uses the lo-
cation data, such as an address string in a document (Web page), to identify
the geographic position of the document. Actually, KOKONONET is a typical
location-oriented information system. Although we also use location data, our
research differs in that we automatically discover ’local’ information pertaining
to a wider region (an area) that extends beyond a specific location (a place).

Buyukkokten et al. [1] discussed how to map a Web site to a geographic
location, and studied the usage of several geographic keys for assigning site-level
geographic context. By analyzing ”whois” records, they built a database that
correlates IP addresses and hostnames to approximate physical locations. By
combining this information with the hyperlink structure of the Web, they were
able to make inferences about the geography of the Web at the granularity level
of a site.

Geographic Search [4] adds the ability to search for Web pages within a
particular geographic locale to traditional keyword searching. To accomplish this,
Egnor converted street addresses found within a large corpus of documents to
latitude-longitude-based coordinates using the freely available TIGER and FIPS
data sources, and built a two dimensional index of these coordinates. Egnor’s
system provides an interface that allows the user to augment a keyword search
with the ability to restrict matches to within a certain radius of a specified
address. This differs from our method with respect to how strongly a page is
related to an area. Moreover, our work focuses on obtaining local information
from the Web through a contextual approach based on page content and the
correlation between pages and places.

Cityguide[3] is a major location information service which provides infor-
mation about specific cities in USA. In Japan, the Digital City Kyoto project
[7] developed systems and technologies to provide information on Kyoto city.
These services provide high quality information through collecting and indexing
Web pages by human. In Digital City Kyoto project, a system called Kyoto-
SEARCH [9] has been developed to add the ability to collect and index Web
pages automatically. KyotoSEARCH helps users navigate among Web informa-
tion, maps, and Web-based geographic knowledge in an integrated way. In other
words, KyotoSEARCH indexes Web pages by mapping each page with its rele-
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vant locations on a map and provides a visual interface to help users navigate
regional information.

Lee et al. [8] and Yamada et al. [17] proposed some methods to optimize
the MBR of a given Web page. They used the tag information of HTML to
identify the roles of geographical words appearing in the Web page. However,
their modified methods are limited to the Web pages describing about Kyoto
city, which is a well-known tourist city in Japan. In addition, they did not show
any experiment results. The performances of their methods are not clear.

3 Relationship Between Web Page and Geographic
Region

3.1 Content Coverage of a Web Page

We convert geographic words (place and organization names) contained in a Web
page into pairs of location data such as (latitude, longitude) and estimate the
content coverage of the Web page based on the MBR method.

Fig. 1. Examples of Content Coverage

Each geographic word is converted to a two-dimensional point (latitude, lon-
gitude). We plot all of these points on a map where the y- and x-axes are latitude
and longitude, respectively. The content coverage of a Web page can be approx-
imately computed using the MBR which contains these points (Fig. 1(a)).

If a Web page contains only one geographic word, we roughly construct the
MBR based on the geographic boundaries. For example, to construct an MBR
on a map using only the geographic word in ”Osaka City”, we could use the
maximum and minimum values of the longitude and latitude data for all places
in Osaka city (Fig. 1(b)). In addition, if the geographic word is part of an
organization name, we can analyze its address and pick out the place name to
construct the MBR.

Some detailed place names have no match in the location information database,
such as [15]. In such cases, we upgrade the administrative level for such place
names to find approximate location data. For example, if the location data of
”C street, B city, A state” is not found, we can use the location data of ”B city,
A state” to obtain an approximate matching.
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Fig. 2. Examples of Geographic Regions

Different places may share the same name. To avoid a mismatch, we analyze
the page’s context to clearly specify its location data. For example, to match
up ”Futyu City” to its correct location data, we can examine the context. If
”Hiroshima” appears near ”Futyu City”, we can use the location data of ”Futyu
City, Hiroshima Prefecture” to find the location data of ”Futyu City” in this
page. On the other hand, if ”Tokyo” appears, we should use ”Futyu City, Tokyo
metropolitan” to get the proper location data.

3.2 Geographic Region

In the same way as we compute the content coverage of a Web page, we can plot
the user’s location data on a map and construct an MBR as the user’s current
geographic region.

As mentioned, users may be interested in information about a region wider
than their current locations. For example, suppose you are staying at a hotel
and want to go to dinner - you may be interested in information about restau-
rants in a wider area, rather than just about those in the hotel with which you
are already familiar. In other words, you need regional information more than
location information.

Let the places the user is visiting, has visited, and will visit be L={l1,l2,...,lm}.
First, we convert place li ∈ L to a pair of location data (latitudei, longitudei).
We then plot these points on a map and construct a MBR containing them. Fig.
2 shows some examples of constructing a geographic region.

We cannot construct the MBR, though, if L contains just one place l (|L| =
1). In such a special case, we assume the MBR is a square whose center point is
l. Figure 2(b) shows an example of such a region. The distance from the current
place to each side is 5′′ (longitude or latitude) which ranges from 5000 to 10000
meters in Japan. That is, we assume that users are most likely to be interested in
regional information from around their current positions and the distance from
the current position to a target place should be within 10 km. In practice, this
distance can be modified according to user intentions and application systems.

3.3 Coverage Mapping of Web Page and Geographic Region

We compare the MBRs constructed from a Web page and the user’s location
data. If they are the same, we conclude that the Web page provides information
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Fig. 3. Example of Overlap

about the user’s current geographic region. This is extract mapping. However,
this is a rare case in the real world. In most cases, these two kinds of MBR
differ from each other. Therefore, we compute the overlap between the MBRs to
estimate the strength of the relationship between a Web page and a geographic
region (Fig. 3). In other words, if there is a large overlap between the content
coverage of a Web page and the user’s geographic region, we say that the Web
page is strongly related to the user’s interest.

The relationship between Web page p and the user’s geographic region r is
computed as follows.

Relation(p, r) =
OverLap(p, r)

MBR(p) + MBR(r) − OverLap(p, r)
OverLap(p, r) = (min(maxlat(p), maxlat(r)) − max(minlat(p), minlat(r)))

× (min(maxlog(p), maxlog(r)) − max(minlog(p), minlog(r)))

MBR(p) = (maxlat(p) − minlat(p)) × (maxlog(p) − minlog(p))

MBR(r) = (maxlat(r) − minlat(r)) × (maxlog(r) − minlog(r)) (1)

where maxlat(x) and minlat(x) are, respectively, the maximum and minimum
latitude data used to construct the MBR of x. maxlog(x) and minlog(x) are,
respectively, the maximum and minimum longitude data used to construct the
MBR of x. Obviously, if longmin(p) > longmax(t), or longmax(p) < longmin(t),
or latimax(p) < latimin(t), or latimin(p) > latimax(t), the OverLap(p, r) = 0.
MBR(x) is the area of the MBR of x. Here, the standard unit of latitude and
longitude used to compute MBR(x) is seconds.

If Web page p is strongly related to the user’s geographic region r, the possi-
bility of p containing local information regarding region r is high. Of course, we
also need to compute the localness degree of p as described in Section 4.

4 Localness Degree

We say a Web page is local when it is of interest to only users from a certain
region or organization. From this viewpoint, we compute the localness degree of
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Latitude Latitude

Fig. 4. Example of Region Dependence Based on Content Coverage

a Web page in two ways: a) estimating its region dependence (the frequency of
geographic words and the area of its content coverage), and b) estimating the
ubiquitousness of its topic (i.e., we estimate whether the information is general
in that it applies everywhere and everyday in our daily life).

4.1 Region Dependence

If a Web page provides information about a narrow region, its region dependence
may be high. In other words, if the content coverage of a Web page is very narrow,
we say that it is local.

We have also found that Web pages that are highly dependent on a region
include a lot of geographic information, such as the names of the country, state
(prefecture), city, and so on. Therefore, we compute the frequency of these ge-
ographic words occurring in a Web page to estimate its region dependence. In
other words, the number and sizes of points plotted on the MBR (content cover-
age) are also used to estimate the localness. Here, the point size represents the
level of detail of a geographic word. An example is shown in Fig. 4. Four points
are plotted on the left MBR, and eight points are plotted on the right MBR.
Even if the areas of the two MBRs are equal, their localness degrees should dif-
fer because the right one probably provides information about the region that is
more detailed.

That is to say, a Web page may contain many detailed geographic words, and
thus be strongly related to particular regions. Here, ’detailed geographic word’
means that a geographic word identifies a detailed location. Usually, we can use
the administrative level of each geographic word (region name) as its level of
detail. In our current work, we just consider the level of detail of geographic
words based on administrative levels. For example, ”Kyoto” is more detailed
than ”Japan”. As mentioned, local information is a relative concept: a Web
page may be local within a wider region but not local within a narrow region.
From this perspective, for a given region (r) or a given administrative level (l),
if the administrative level of a geographic word gw is less than l, its level of
detail is high. The given level or given administrative level relates to the user
region and should be specified by the user manually or by the user location data
automatically.
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The level of detail of a geographic word gw is computed as follows.

detail(gw, l) = l/admin(gw) (2)
detail(gw, r) = admin(r)/admin(gw) (3)

where admin(x) is the given administrative level of x. In our current work,
we are able to assign the administrative level value as follows: country = 5,
organization name = state(prefecture) = 4, city = 3, town = 2, and street
(road) = 1.

We also compute the document frequency of each geographic word within a
Web page’s corpus (i.e., Web pages from the same Web site as the one whose
region dependence is being estimated) when estimating the region dependence
of a Web page. If the document frequency of a geographic word contained in the
Web page is high, such a geographic word is a common one and has less effect
on the localness of that page.

In short, if the content coverage is narrow and the content contains many
detailed geographic words, the Web page is local. As mentioned, it is also im-
portant to consider the document frequency of each geographic word to prevent
common geographic words affecting the localness degree. Therefore, we compute
the localness degree based on the region dependence as follows.

locald(p) =
∑k

i=1 detail(gwi) · tf(gwi)/df(gwi)
MBR(p) · words(p)

(4)

where locald(p) is the localness degree, detail(gwi) is the level of detail of geo-
graphic words, tf(gwi) is the frequency of gwi within p, df(gwi) is the document
frequency of gwi within a page corpus, MBR(p) is the content coverage of page
p, and words(p) is the number of words contained in p.

4.2 Topic Ubiquitousness

A ubiquitous occurrence may have a high localness degree. For example, summer
festivals, athletic meets, and weekend sales are ubiquitous events that frequently
occur. A ubiquitous occurrence may be a normal part of our daily life. Therefore,
if a page describes a ubiquitous event, it contains local information of interest
to users in a certain region.

We estimate the topic ubiquitousness of a Web page using two factors: the
similarity between pages and the locations where events are held. If the pages
are similar in content, but differ in terms of location or time, their topics are
general. Here, the similarity between pages a and b is calculated based on the
vector space model.

In short, the localness degree localu based on the ubiquitousness of the topic
of Web page p is computed as

localu(p) = m/n (5)

where m is the number of pages whose similarities (with page p, excluding geo-
graphic words and proper nouns) are greater than threshold θ. n is the number
of pages used for the similarity comparison.
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The ubiquitousness of a Web page is a relative concept. A Web page may
be local for a wide region, but not considered local for a very narrow region.
For example, although a particular event rarely occurs within Kyoto city, it
may occur often within the Kansai area (which includes Kyoto city). A Web
page describing such an event is general within the Kansai area and it is local.
However, it is neither general nor local within Kyoto city. Similarly, an event
occurring often during summer will be judged local within the time scope of
summer, but may not be within the time scope of one year. Thus, we modify
the computation of the localness degree based on ubiquitousness. Within time
duration τ and region scope Ω, the localness (local′u(p, l, Ω, τ)) of Web page p
based on the ubiquitousness at region level l is computed as

local′u(p, l, Ω, τ) = m′/n′ =

∑
x∈area(Ω,l)

(countif(x, θ))

count(Ω, l)
(6)

where m′ is the number of regions containing many similar pages p at the region
level l within region scope Ω and time duration τ . n′ is the number of regions at
level l within Ω. area(Ω, l) is the set of regions at level l within Ω. If the ratio
of similar pages (of p) among all pages of region x is bigger than threshold θ,
countif(x, θ) returns 1; else, it returns 0. count(Ω, l) is the number of regions
at region level l within Ω.

4.3 Integrated Localness Degree

We also can define an integrated localness degree based on the region dependence
and ubiquitousness, such as the sum of locald(p) and local′u(p). The integrated
localness locali(p) of page p is computed as

locali(p) = f(locald(p), local′u(p)) (7)

where f stands for an integration function of locald(p) and local′u(p), such as
sum or logical OR.

5 Preliminary Experiment

In this section, we describe the preliminary experiment of our local-information
retrieval method. We used Google[5] to search for candidate Web pages and
then ranked them based on their localness degrees and relationships between
them and geographic region in which the user is interested. If a Web page has
high localness degree (region dependency or ubiquitousness) and related to the
specified geographic region1, we consider that it is local-information.

1 The geographic region is constructed by using the location names contained in the
query.
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Table 1. Search Keywords (location names)

Q1 ”Daito Shijyonawate”
Q2 ”Daito Higasiosaka”
Q3 ”Daito Tunumi”
Q4 ”Kobe Osaka Kyoto”
Q5 ”Kobe Osaka Nara”
Q6 ”Himeji Kobe Osaka”

Table 2. Evaluation Results of Preliminary Experiment

Recall ratio Precision Ratio
Region Dependency 0.482 0.762

Ubiquitousness 0.789 0.735
Converage Mapping 0.689 0.790

Search (A) 0.472 0.641
Search (B) 0.5 0.518

We have issued 6 queries (in Japanese, see Table 1) to Google through
GoogleAPI[5] and then selected the top 50 results as the candidate Web pages.
Initially, we excluded all of the structural information (e.g., HTML tags) and the
advertisement content from the HTML sources of these candidate Web pages.
We used ChaSen[2] for Japanese morphology analysis. To exclude stop words, we
built a stop word list containing 593 terms in English and 347 terms in Japanese.

The comparison targets to compute the ubiquitousness of a Web page are
collected from ASAHI.COM, a well known news Web site in Japan, during 3
month period and within 47 regions at the region level of prefecture. In our
experiment, we had collected 1918 Web pages. Thus, in this experiment, at the
prefecture level, count(Ω, l) = 47. We used a location database[15] containing
the longitude and latitude data of 3252 places in Japan.

The experiment results are shown in Table 2. In Table 2, ”Search (A)”
means that we search for Web pages which is local and related to our specified
geographic region. On the other hand, ”Search (B)” means that we search for
Web pages which is related to our specified geographic region but not local.

The main considerable failure reasons of region dependency computation and
coverage mapping are described as follows.

– The location database used in our experiment just contained the longitude
and latitude data of main places in Japan, such as seats of municipal govern-
ments. Thus, we could not construct well the MBR to compute the content
coverage sometimes. Using a database containing more detailed data is nec-
essary.
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– We failed in extracting pure body-text of some Web pages. In other words,
we had gotten many noise terms. For example, a Web page may have a
frame containing many region names which are anchor text. Although such
frame is not related to the subject of that page, we had extracted these un-
related anchor text (region names) as its geographical words. It is necessary
to analyze the HTML source and find the pure body text of a Web page.

On the other hand, we have failed in computing the ubiquitousness by the
following causes.

– We just used news articles (Web pages) during 3-month period and could
not find enough similar Web pages to compute the ubiquitousness sometimes.
Actually, as we mentioned before, ”ubiquitousness” is a relative concept. It
is necessary to organize well the comparison collection from time, region and
domain (category) perspectives.

– Some Web pages contain a small number of words. If we excluded proper
nouns from them, we may fail in similarity computation.

Since our experiment was limited, there are further works needed to do.
Nevertheless, from the experiment results, at least, we could assume that our
method is useful for discovering or excluding local information concerning in
a certain region. Moreover, comparing to our previous experiment results[10],
we could say that we have succeed in improving the computation of localness
degree.

6 Conclusion

We have developed an information retrieval method from localness-oriented and
region-oriented perspectives. We generate queries by using user location data
and use these to search for the local Web pages. For each searched Web page, we
compute its localness degree and estimate its relationship with the user’s region.
That is, we rank the searched Web page by considering whether it contains local
information pertaining to a certain region and return the pages having a high
probability of containing such information. We compute the localness degree
of a Web page from two perspectives: region dependence and ubiquitousness
of its topic. In addition, in this paper, we have extended the localness degree
to a relative concept by considering a hierarchical region structure. We have
also proposed a method to compute the relationship between a Web page and
a geographic region based on the MBR method. Based on our method, we can
search for regional information extending beyond the location information, which
the user may know in advance.

We plan to develop and evaluate a prototype search system based on our
proposed methods. In our current work, we generate the query by simply using
the location data and user specified keywords. We need to further refine the
query generation. For instance, we could modify the query by more precisely
considering the relationships between the current place, previous place, and fu-
ture place of the user. We will carry out further study on the method to compute
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the geographic region and content coverage of a Web page. Specially, we need
carry out further natural language processing to improve the localness degree
computation and coverage mapping. In addition, we hope to study the integra-
tion function applied to the region dependence and ubiquitousness for various
application systems.
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Abstract. A web page is a collection of basic elements, and the role of each 
element in a page is different. For example, an image element can be part of the 
main content, advertisement, or banner of the site. This paper describes ongoing 
work using a machine learning approach to classify each element in a web page 
into six functional categories: Content (C), Related Link (R), Navigation (N), 
Advertisement (A), Form (F) and Other (O). This allows the extraction of only 
certain categories of content in a webpage to be delivered to a mobile device to 
fit user’s specific needs, or to facilitate web information processes like web 
mining or mobile search. We manually labeled 18,864 elements from 150 
websites. For each element we extracted both local features (such as the text 
length, URL, tag name etc) and global features (such as the text match with the 
other elements) to construct a feature vector. We trained the training set 10,650 
elements with a decision tree learning algorithm J48, and it achieved 82% 
accuracy for stratified cross-validation, and an average F value 0.78 for the six 
different categories. Testing on 3,043 elements from pages that are not included 
in the training set gives 58% accuracy rate. Although this is not satisfactory 
overall, the F value for content category reaches 0.795, indicating that the 
method could be useful for less demanding applications. We are working on 
improving the results in order to make automatic functional classification of 
web elements feasible and to provide new opportunities to push the state of art 
in the mobile internet and mobile search. 

1   Introduction 

A web page is a collection of basic elements, and the role of each element in a page is 
different. Without accurate understanding of the role of each element, it will be very 
difficult to further process the web page for different purposes. For example, mobile 
devices have very small screen sizes and memory capacities, converting web pages 
for mobile device requires the selection of only subset of all elements based on the 
needs of the user. If the user wants to read only the main content and the related 
articles, understanding of the role of each element will help to deliver only the desired 
material. Another example is in web page classification, where the performance is 
often affected by the fact that the main content is hidden among a lot of unrelated 
content. If the classification is based on only the main content, the performance can 
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be improved. We believe that most areas of web processing can be improved if we get 
a better understanding of the role of the elements in the web page.  

Researchers have spent a lot of effort in solving the problem of partitioning the 
web page and understanding the importance of each part. For example, in [9], the web 
page is partitioned into blocks, and each block is assigned a value (1 to 4) to indicate 
its importance. In [15], a ranking algorithm similar to Google’s PageRank algorithm 
is used to rank the content objects within a web page to allow the extraction of only 
important part. 

This paper presents a machine learning approach to classify each element in a web 
page into six functional categories: Content(C), Related Link (R), Navigation (N), 
Advertisement (A), Form (F) and Other (O).  This allows the extraction of only 
certain categories of content in a webpage to be delivered to a mobile device to fit the 
user’s specific needs, or to facilitate web information processes like web mining or 
mobile search. The method that we propose first divides a web page into basic 
elements. For each element we extracted both local features and global features. The 
local features are obtained from the element itself without checking other elements in 
the same page, such as the text length, URL or tag name etc., the global features is 
obtained through comparing the elements with the rest of the elements in the page, 
such as the text match with the other elements.  We construct a feature vector and use 
machine learning to classify each element.  

We organize the paper in the following way. In section 2, we discuss our criteria of 
functional category selection. In section 3, we will present the design. In section 4, we 
proposed a new interface for the mobile Internet system based on the element 
classification algorithm.  In section 5 we will discuss the dataset, and describe the 
evaluation of the system. Section 6 is about related works.  In section 7, we will give 
our conclusion and our direction for future research.   

2   Functional Category Selection  

One web page has many different types of content. Each of them is designed to affect 
the reader’s behavior in a different manner. For example, the reader usually reads the 
main content, ignores the advertisement, and clicks on related links to further explore 
a topic.  In our research work we aim at classify web content into meaningful 
functional categories to facilitate the surfing experience, especially on a mobile 
devices. We have two goals to achieve in selecting the functional category. First, the 
functional category needs to have a meaningful and useful theme that is related to the 
user’s daily surfing experience, so content like copyright statement, company banner 
etc, will not be considered as a category.  Second, each functional category should 
have a distinct and coherent meaning which has a predictable implication on the user 
behavior and minimize the confusion from the reader. For example, it would be 
proper to divide links into Navigation (N) and Related Link ®, because Navigation 
(N) is leading to another section of the site which may or may not have the similar 
topic with current page, while the Related Link (R) is leading to another page that 
tells a related story. At same time, further dividing an article into categories like 
author, article, date, title may not be so necessary.  In this research we will classify 
the content into six categories 
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• Content (C): Main content that is the centre topic of a web page, which includes 
the main article, title, author, date, supporting picture or any other material used to 
describe the topic. The main topic is the most important content in a web page. 

• Related Link (R): A web page normally contains links to web pages that that tells 
the related story, which helps a reader to further explore a topic.  

• Navigation (N): A website is normally designed in a well-structured form and 
divided into different sections, on each web page there are fixed links to those 
sections, which helps a reader to navigate in the site.  

• Form (F): Forms can be used to enable the reader to interact with the webpage. For 
example, a user can search with keyword, or submit certain request through a form.  

• Advertisement (A): Today’s web page is normally filled with internal or external 
advertisements. They may or may not be useful to the reader.  It is ideal if we can 
separate them and give reader a choice on how to deal with them, especially on 
mobile devices. 

• Other (O) All the other contents, for example, the banner, copyright information 
and the logo, are not informative, are normally invisible and do not have much 
influence on user’s behavior.  

 

Fig. 1. The top CNN banner is manually labeled as Other (O), and the title, author, date, article 
and the pictures are labeled as Content (C). In the page there are three Forms (F), two 
Navigations (N), and three Advertisements (A). Notice that the text advertisement is actually 
embedded in the main article, which provide a great challenge to normal classification methods 

3   Dividing a Web Page into Basic Elements 

3.1   Basic Elements 

To understand the functional category of each element in the web page, we need to 
develop a consistent method to divide a web page into basic elements. There are two 
basic requirements for the algorithm: firstly, the performance of the method should 
not be affected by the source of the web page and the different ways of implementing 
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the layout. Secondly, the granularity of the partition should be independent from the 
author, the reader and the content in the webpage, so that the data will present a 
consistent pattern for the machine learning algorithm to learn from. 

Many different methods have been proposed to partition an HTML page into 
blocks. For example, [14] proposed a visual based method to analyze the structure of 
a web page, and [17] provides a method to automatically understand the semantic 
structure of HTML pages based on detecting visual similarities of content objects. 
However, these methods are not suitable for our application because the granularity is 
subjective and affected by the semantic meaning of the content.  

We develop an algorithm similar to [15] that uses the DOM interface provided by 
the web browser to divide the web page into non-overlapping visible elements in an 
HTML page from the bottom up. The algorithm identifies the elements using two rules: 

• A visible object like an image, link or text paragraph will be a basic element if it is 
not overlapping with another child or its parent node.  

• For overlapping objects, the minimal container of the two objects will be a 
potential element to be verified by the rule 1. The algorithm will seek from bottom 
up to locate the nearest common container, and the container will be treated as one 
element. 

For example, a web page may contain many links that are not overlapping with each 
other. Each of the links will be treated as basic element. Another web page may have 
a text paragraph with a link. Here we have two overlapping objects. The bigger one, 
the text paragraph, will be chosen to be checked by rule 1. If the text paragraph is not 
overlapping with other elements at a higher level, it will be chosen; otherwise we will 
recursively search upward. In this manner, all the visible objects in a web page will be 
allocated to the basic elements.  

Fig. 2. The result of division a webpage from www.cnn.com using this method 

 3.2   Feature Vector for Element 

After converting a web page into basic elements, and we will use a machine learning 
algorithm to classify each element into different functional categories. For each 
element a feature vector is constructed. The feature vector is made up of the internal 
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features and external features. The internal features are those features which are 
presented by the element itself, and we can observe them without checking other 
elements in the same web page. For example, the element type, the URL or the anchor 
text is typical internal feature.  Second, the external features are those features that are 
available through checking a group of elements in a same web page, for example, the semantic 
match of the text of one element with the other elements in the web page.  For our experiment 
we collect 22 internal features and 6 external features for each of the element to construct the 
feature vector.  

Internal features: 

1. Width/height ratio (Pr): The shape of an element reflects its category. For example, 
for an image, an irregular image is usually more likely to be banner or navigation 
bar.  We use the following formula to calculate the value for images:  

)(/)()Pr( iHeightiWidthi =  . (1) 

2. Element (Sz): The size of an element reflects its category. For example, for content 
normally have a larger size, a Navigation (N) element normally have a smaller 
size.  We use the following formula to calculate the value for images:  

)(*)()( iHeightiWidthiSz =  . (2) 

3. Text length: The length of visible plain text in an element is often a strong 
indication of the content element. The content elements normally have more text 
than advertisement element.  We use the length as one feature.  

4. Anchor Text length: The length of anchor text can differentiate Navigation (N) 
element from Related Link (R) element, because normally Navigation (N) element 
has shorter anchor text length than related element. At the same time this feature 
differentiates the link elements from those non-link elements like the content.  

5. Physical offset: Physical position calculated by pixels is actually a very important 
feature. Element closer to the center point is more likely to be content then those in 
the edge, which tends to be Navigation (N) element. So we use four features 
LeftEdge, RightEdge, TopEdge and BottomEdege, and use a binary value to represent 
whether the element’s border touches one of the four edges of the web page, 
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As shown in the formula, if an element’s left boundary falls in left 10% of the screen, 
its LeftEdge is true, otherwise is False. In the same way if its top boundary is located 
in a position higher than 100 pixels, its TopEdge is True.  

1. Tag Category: The web designer tends to uses different type of element to present 
different content, typically a Flash is object normally used for advertisements and 
plain text is more likely to be used for main content. In our context we select four 
category  

• Image: Any embedded image. <img> 
• Flash: element with a Macromedia Flash object 
• Control: element with tag <input> <select> <textarea> 
• Link: element with the tag <a> 
• Text: element with the tag <P> 
• Mix: the element has more than one of above category  

6. Link Property: For link object we can capture additional features which could help 
the machine learning algorithm to separate many confusing cases. For example, a 
picture which links to external site is more likely to be an Advertisement (A) than 
an internal one.  The features we selected from a link object includes: 

• The number of components: we decompose the url into component for example, 
“www.nus.edu.sg/soc/”  will be decomposed into five component “www”, “nus”, 
“edu”, “sg”, “soc”, same type of element may have different link but the number 
of the URL component is often the same. 

• External URL: whether the site is linked to an external site.  
• Multiple site: if two sites are inside the link, it is normally an advertisement 

reference program  

7. Image Property: for image object we extract the following features.  

• Animated GIF: whether the image is animated GIF 
• Logo image: if the image file name contains word like “logo” or “banner” etc., 

which indicate that the image is likely to be the banner or logo for the site 
• Space image: if the image file name contains word like “ blank”. “corner”, 

“space” etc, which indicate the image is not related to the content.  

8. Key word:  For each element category we select a group of typical words that can 
represent that category. For example, we will check if an element has word like 
“ads”, “advertise”, “sponsor” or “click” to check for Advertisement (A) content. If 
the element contains the typical word from each category becomes a feature.  
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External feature: 

1. Content Match: For each element we calculate the sum of the cosine similarity 
with every other element in the same pages.  If we assume that there is one center 
topic in the web page, this calculation will give us an evaluation of how this 
element is related to the main article.  

2. SameLeft: The count of other elements in the web page which has the same left 
edge with element i. Regular element like Content (C) or Navigation (N) link are 
always present a regular pattern, while elements like Form (F) are less likely to 
demonstrate such a pattern. In the same manner we also extract SameRight(i), 
SameTop(i), SameRight(i), SameBottom(i), SameSize(i)  

In this way for each element we collect 28 features (22 internal features and 6 
external features) to construct the feature vector for machine learning algorithm to 
construct the classifier.   

4   Display Subsystem 

We propose an innovative user interface to let user surf web page based on the 
functional classification algorithm. The basic idea is very simple: Instead of 
presenting the whole web page on small screen device, we classify the content in the 
web page into six categories and let user specify the content to delivered and rendered 
in his mobile device. The design goal of our method is to provide a user interface and 
let user freely read the specific content without being distracted by the irrelevant 
content.  

Suppose the user is interested in a web page shown in Fig.4. The web page 
contains several different type of material: the navigation bar, the content and the 
advertisements. Before the page is delivered to user’s mobile device, the middleware 
in the proxy server will decompose the page into elements and classify it into six 
categories, and generate six view of the web page. It will then deliver the Content (C) 
view, where only the content will be delivered. The user can read other type of 
content by clicking the category name on the top. That will leads to the wireless 
delivery that that content. 

 

Fig. 3. The generated content view on a mobile device 
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The system allows the user to freely surf the exact the type of the material from 
mobile device, and simply click the category name to explore different material in the 
web page.  

Fig. 4. The web page and PDA view 

Ideally, the algorithm will be loaded in a personal gateway, which can be our own 
desktop computer. A page retrieval request is sent to the personal gateway from the 
mobile device. It will retrieve and render the page in its memory on the behalf of the 
mobile device, and classified all the result into six categories and generate six web 
pages, and send the optimized page to the mobile device wirelessly. Normally 
optimization of a web page can be done within 1 second on a normal Pentium III 
computer. Because the desktop is connected to Internet with cable and only requested 
content of the page is delivered wirelessly, adding the optimization part will not 
greatly decrease the performance.  

Another possible application is in the mobile search area, where the search engine 
returns the text description of the result. Rather than providing a link to the target web 
page as normal search engine does, the proposed search engine provide six links to 
the optimized view of the target page. Based on the information requirement the user 
can directly go to the correct view of the web page.   

5   Experiment Result and Analysis 

We used the off-the-shelf machine learning system WEKA for this experiment. The 
classifier was first trained and tested using 10-fold cross-validation. We follow the 
general practice of using precision (P), recall (R) and F-measure as the evaluation.  

 
Related View 

 
The original web page 

 
Content View 
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1. The precision (P) for certain category: 
Return= (number of element really belongs to certain category)/(number of 
elements classified as certain category) 

2. The recall(R) for certain category: 
R= (number of element returned)/(all the elements that belong to certain category) 

3. F-measure:  2PR/(P+R) 

We created the data in the following manner. First, we randomly selected 150 
websites from the Google directory as the training set, under the category of news. 
We developed a specialized annotation software tool. For each web site we chose 2 
pages and manually label each of the 18,864 elements into one of the six categories. 
As we can see from the distribution of all the elements in the training set, only 7% of 
the elements are content.  
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The distribution pattern 
 

Content 7%
Advertisement 16%
Related Link 7%
Navigation 26%
Form 5%
Other 36% 

Fig. 5. The distribution of category element 

Not every element in a web page is equally valuable for classification. For 
example, a very small icon or the invisible images which is used to make up space 
like “space.gif” is not meaningful to classify, to remove them from the page will not 
affect the surfing experience. We design two simple rules to remove such elements 
from the list. First, the element with either width or height less than 5 pixels will be 
removed. Second, if same picture (decided by source image name) is used more than 
three times in a page, it will also be removed.  

After preprocess, altogether 13,693 elements remained, we set aside the first 
10,650 as training set and the rest as test set. Using the WEKA package J48 classifier, 
we first trained with the internal and external features using 10-fold cross-validation 
on the training set.  The corresponding results are showed in Table 1. 

Table 1. Experiment result with external features 

Class Precision Recall F-Measure 
Content 0.882 0.877 0.879 
Advertisement 0.739 0.753 0.746 
Relate 0.870 0.865 0.867 
Navigation 0.871 0.881 0.876 
Form 0.660 0.629 0.644 
Other 0.716 0.713 0.715 
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Of all the 10,650 elements, 8172 elements (82.13%) are correctly classified; the 
average F value for five categories is 0.78. The F-Measure for the Content is 0.88, 
which shows the features are quite effective and important for the classifier.   

The second step of our experiment we use the training set to build the J48 classifier 
(we have tried many other classifiers provided by WEKA, the J48 performs the best), 
and evaluate 3,043 elements in the test set. The test set does not have any common 
web sites with the training set, and the elements are labeled with the same tool. The 
results are: 

Table 2. Experiment result on test sets 

Class Precision Recall F-Measure 

Content 0.798 0.792 0.795 
Advertisement 0.475 0.597 0.529 
Related Link 0.228 0.394 0.289 
Navigation 0.678 0.575 0.622 
Form 0.202 0.419 0.273 
Other 0.347 0.312 0.328 

As we can see from the Table 1 and Table 2, the performance for the content 
category is still reasonably good, but there is performance discrepancy between the 
cross validation result and the test result, only 58% of elements are correctly 
classified. This is probably due to the fact that the elements in the validation sets for 
cross validation belong to the same set of web pages as the training set but the 
elements from the test sets belong to different web sites altogether. There appears to 
be a lot of room for performance improvement, particularly on unseen web sites. In 
addition to that, all the sample websites are chosen from Google directory. It is likely 
that most of them are well organized and designed. More research work needs to be 
done in the future for the real world Internet where a lot of irregular web pages and 
misleading anchor text might exist.  

6   Related Work 

[9] proposed using vision based page segmentation algorithm to partition semantic 
blocks with a hierarchical structure, and extract spatial features ( position and size)  as 
well as content features (number of image and links) to form feature vectors. A 
machine learning algorithm is used to train for block importance. The work is related 
to this paper in many ways. First, both works are trying to understand the role of each 
part after partitioning the page, [9] express it in three level of importance, while our 
research defines the roles as a specific functional category. Secondly, the two papers 
solve the problem at a different granularity. [9] solved the same problem from a block 
level. Consequently, how to define the block becomes a problem that will affect the 
accuracy. In our work the definition of the element is fixed.  

In our previous work [15], we proposed to divide the web page in the same 
manner, and use a ranking algorithm similar to Google’s PageRank algorithm to rank 
the content objects within a web page. This allows the extraction of only important 
parts of web pages for delivery to mobile devices. The limitation in that work is that it 
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only selects the element based on importance.  While many elements in a web page 
are not so important, removing them on the mobile device will hurt the surfing 
experience. For example, without navigation links, it will be very difficult to browse a 
web site on a mobile device. 

The SmartView system in [8] is based on idea of “divide and view”. It performs 
partitioning of HTML document content into logical sections that can further be 
selected by the user and viewed independently from the rest of the document. This 
paper presents the same idea of allowing the user to randomly access any website and 
gives the user full control of which content to be read. However, the system in [8] let 
user to control with logical section to read, so the user must first view a whole web 
page, and then decide which section to follow.  Our system divide the webpage into 
functional category, and the user can select the type of content to view on from 
mobile device without downloading the whole page. 

The web is not designed for mobile device. There are many commercial solutions 
to help people to surf web on mobile device. System like Web Clipping [13] and 
AvantGo [1] suggests building specialized website for different website to surf. We 
believe mobile Internet is an extension of existing Internet and we should develop 
systems that convert the content in the Internet to a format that is suitable for various 
small screen devices. The systems need to perform three functions, including scaling, 
manually authoring, transforming. The functions are summarized in [12]. For 
example, [4] and [3] use summaries of single or multiple pages to present to the user. 
[2] and [11] describe the process of manually extracting only the useful information 
from the existing web.  

7   Conclusion 

Our goal is to design a system that can classify the elements that make up a web page 
into six functional categories Content (C), Related Link (R), Navigation (N), 
Advertisement (A), Form (F) and Other (O). This allows the extraction of only certain 
type of content in a webpage to be delivered to a mobile device to fit user’s specific 
needs, or to facilitate web information processes like web mining or mobile search. 
We achieve this by first dividing the web page into basic elements, and extracting 
internal and external features of the each element in a given web page. After the 
feature vector is obtained, we use an off-the-shelf machine learning package to 
classify each of them. Previous research in this area mainly focused on deciding the 
importance of a blocks or element in the web page, but we propose that it is possible 
to understand the functional category of each element. Based on a machine learning 
classification algorithm, we developed a system which extract certain type of content 
from original page and provide a different view for small screen devices.  

With the current system, it is possible to select only certain category of content 
within a web page to be viewed on a mobile device. However, current work has been 
tested only on mainly news website, where the layout typically quite standard, we 
need further try different type of web page. Even though the result for 10-fold cross-
validation is good, the precision and recall for categories other than Content (C) on an 
unseen website is still not satisfactory. Further work is required to improve the 
performance before the system is truly able to be used for surfing on mobile devices. 
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With the development of wireless technology and emergence of various mobile 
devices, people will not be limited to the desktop computer. We will access the 
Internet through all possible devices. Instead of building different webs for different 
devices, we strongly believe that the right direction is to convert and deliver the same 
content in different ways to different devices. 
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Abstract. With the Internet information explosion as well as the rapid
increasing of mobile users, web image search and browsing on mobile
devices will become a big application in foreseeable future. Since mobile
devices generally suffer from limited resources, like small screen factor
and interaction facilities, etc, the interface provided by current image
search engine is not suitable for search results navigation on mobile de-
vices. In this paper, we propose a new method to increase user’s expe-
rience on search results browsing and navigation. By clustering result
images based on visual and semantic cues, user can catch the overview
of the search results with only a few clicks; by using an optimal layout
algorithm, the summary of each cluster can be presented on small screen
with maximum scaling ratio; by employing the smart thumbnail of the
presentation image, more information can be shown to users on limited
screen. The navigation operations are designed to make the new inter-
face easy to learn and simple to use. Experiment results demonstrate the
effectiveness of the new presentation method.

1 Introduction

With the information explosion in the past decade, large collections of images
have been made available on the Internet. Traditionally, people who were search-
ing for particular types of images submit their queries to some trained librarians
and waited for a few days for the results. This situation has been greatly im-
proved since now we can simply type our query terms on an image search engine
or the web interface of professional photo libraries, and the results will return
within seconds.

Because of their portability and mobility, mobile devices with diverse capabil-
ities are also undergoing a considerable progress in hardware and software. The
rapid development makes it possible for users to access various kinds of services
on Internet anywhere and anytime. Since visual contents such as images provide
rich and vivid information preferred by users, mobile image search is becoming a
big application in foreseeable future. Tom Yeh [23] demonstrated an example of
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such application, in which mobile image search act as a director to help people
in unfamiliar sites.

Browsing and navigation of large image collections is not a new topic too.
It has been studied under different contexts, such as personal albums or profes-
sional libraries. However, none of them has taken web images into consideration.
The characteristics of data sets can heavily affect the effectiveness of presenta-
tion approaches. For example, home photos would be best browsed in a chronicle
order [17][18], by location [20], or by person [26]. As for professional photo li-
braries, they contain more accurate annotations and usually have been classified
manually into different categories.

The problem of web image retrieval has already been studied for years. A
number of approaches have been proposed to improve the retrieval performance,
including Text-based method as Google [8] and Altavista [1], Content-based sys-
tems as [7] and [19], and Link-based method as PageRank [15] and PicASHOW
[11]. However, the presentation of search results has been less studied. A simple
ranking-based interface is still the most frequently used presentation in com-
mercial systems. Unfortunately, since the performance of current image retrieval
systems is far from satisfactory, a large number of irrelevant images are often
retrieved along with relevant ones. So a great deal of manual page navigation is
required to find the best match from the retrieval results. Only in very recently,
the problem of web image search results navigation and browsing has been stud-
ied in [13][21]. It has shown that the new presentation method can help users to
explore image search results more naturally and efficiently. However, web image
search results navigation on mobile devices is still an open question.

In this paper, we intend to study new methods for web image search results
presentations on mobile devices. The novel contributions of our work include: 1)
We analyze user’s information need and information accessing patterns in mobile
search scenario; 2) a method is proposed to help user to explore the search results
effectively; 3) the navigation operations are designed to make the new interface
easy to learn and simple to use.

The rest of this paper is organized as follows: in Section 2, we briefly introduce
several key concepts, which guides our proposed method in this paper. Section 3
discusses two image clustering strategies, i.e. clustering based on visual cues and
clustering based on textual labels, used for search results navigation. Section
4 proposes a new high density image presentation method, which is designed
specifically for small screen factors of mobile devices. Based on those techniques,
we re-design navigation operations for smart phone system, a kind of poplar
mobile devices in people’s daily life, in Section 5. We give the experiment results
in Section 6. Finally, concluding remarks and discussions are in Section 7.

2 Information Accessing on Mobile Devices

Since mobile devices generally suffer from limited resources, like small screen
factor, interaction facilities and computational power, we can expect different
navigation pattens between the users of mobile and desktop image search ser-
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vices. For example, for desktop users, user can input the query very quickly and
get the results back with high speed network and powerful desktop machine in
few seconds. Also user can refine the query easily to get further results until sat-
isfied with the results. While, for mobile device users, it is more difficult to input
a detail and exact query with small keyboard, waiting for a long list returned
results is also annoying due to the bandwidth limitation on moving, small screen
space makes it impossible for user to catch the whole results in a few clicks, etc.
Current commercial image search engines only provide general search and brows-
ing interfaces and do not take into account the special capability constrains of
mobile devices in search results presentation design. For example, in those search
interfaces, it needs too many navigation operations (scrolling and clicking) to get
the target results, zooming in/out operations are required frequently in order to
get a clear view of images of high dimension on small screen, etc.

Information Foraging Theory [16] analyzes trade-offs in the value of informa-
tion gained against the costs of performing activity in human-computer interac-
tion tasks. Cognitive systems engaged in information foraging will exhibit such
adaptive tendencies, when feasible, to maximize gains of valuable information
per unit cost. The theory has been applied to Web navigation [5] as well as the
image browsing on mobile devices [12].

Image clustering is a feasible reorganization method to assist information for-
aging on search results. Clustering analysis can partition image collection into
groups of image subsets such that the attributes of images in the same cluster
are similar. The images of the same cluster are organized in a web page, one
page for each cluster. At the same time, the images which stands for the profile
of each cluster are extracted and presented to users as cues for page naviga-
tion. While browsing the search results, people can usually scan the represen-
tation images first, and decide which cluster the target images belongs to, and
then move forward to the correspondent page and find target images. Therefore,
clustering-based presentation can speed up search process by taking advantage
of previewing representation images. It enables the user to navigate toward the
interested subset images directly.

3 Search Results Clustering

Different from traditional CBIR systems, both the content features, which are
visual presentation of the image, as well as the textual features, which are regard
as the semantic meaning of the image, are available for web image search sys-
tems. Generally speaking, visual feature is the most intuitive cue for navigation.
Clustering based on the visual features of image can provide good guidance for
user to navigate among search results. On the other hand, it is an accurate way
to reveal the semantic meaning of the image through those textual labels of the
image. Therefore, two presentations can be generated for search results naviga-
tion. It is not an easy task to discover the optimal search results clustering for
different queries. A solution to this problem is to provide multiple choices and
let user decide their favorite clustering methods.



328 H. Liu et al.

3.1 Visual Based Image Clustering

To represent the content information of each image, an extensible attention
model proposed in [4][14] has been applied in many areas, such as mobile im-
age browsing [12], progressive image delivery [9] as well as image retrieval [22].
Instead of treating an image as a whole, it detects each region-of-interest in the
image separately. Since these regions can be regarded as the key regions which
represent the semantic content of the image, clustering based on the key regions
of the image can provide the visual cues as well as semantic cues for navigation.

Many low level features can be extracted from the key regions of the im-
age, such as color features for example, correlogram, color moments, and texture
features, for example, Gabor wavelet feature. Since color and texture features
can reveal different aspects of images, their combination may be useful to rep-
resent the image. In our system, we employ Color Texture Moments (CTM)
proposed by Yu et.al [24], which integrates the color and texture characteristics
of the image in a compact form. CTM adopt local Fourier transform as a tex-
ture representation scheme and derive eight characteristic maps for describing
different aspects of co-occurrence relations of image pixels in each channel of
the color space. Then it calculates the first and second moments of these maps
as a representation of the natural color image pixel distribution, resulting in a
48-dimensional feature vector. Also it would be important to note that the CTM
features can be extracted in advance to speed up the clustering processing.

In our system, K-means clustering algorithm is employed on the visual feature
vector space. Model selection is determined by a heuristic way. In order to reduce
the number of operation at the first overview step, we set the number of clusters
from 6 to 12, so users can catch the overview of search result collection with a
few clicks. Figure 1 shows an example of saliency region based clustering using
the key words “Hawaii”.

               

Fig. 1. Visual-based clustering
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(a)      (b)           (c)            (d) 

Fig. 2. Textual-based clustering

3.2 Textual Based Image Clustering

An alternative way is to cluster web image search results based on the textural
labels of each image. These textual labels include text close to that image, image
file name, URL of the image, alternate text of the image in web page source,
and title of the web page.

Generally, there are three methods to extract the surrounding text: window
based, DOM based and vision based. Widow based method treats html source as
a text stream. For each image, it uses a fixed-length window to extract the text
before and behind the image. DOM based method extracts the surrounding text
from HTML DOM tree. In HTML DOM tree, an image is always a leaf node,
DOM based method uses the text of the sibling nodes as the surrounding text of
the image. VIsion-based Page Segmentation (VIPS) algorithm as proposed in [3]
treats the web page from 2-D view, extract the semantic structure of a web page
based on its visual presentation. Such semantic structure is a tree structure; each
node in the tree corresponds to a block. Compared with DOM based methods,
the segments obtained by VIPS are much more semantically aggregated. More-
over, each node in VIPS tree will be assigned a value to indicate how coherent
of the content in the block based on visual perception. Thus, it is easy to decide
which block should be the right image block according to the DoC value.

Once texture labels of image are extracted, clustering image search results
becomes the same problem of web search results clustering [25]. We use linear
regression method to extract the saliency phrase of each image cluster.

Figure 2 shows an example of search clustering based on saliency phase. User
wants to find images of “PDA”. The returned results are classified automatically
into subcategories. The textual labels of the four categories shown in Figure 2
are: (a) palm, devices; (b) staff; (c) technology, design; and (d) tom hardware
guide mobile.
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Fig. 3. Smart thumbnail generation

4 Cluster Presentation

In order to generate a effective overview of each cluster, most important infor-
mation of the cluster should be extracted and presented on the small screen
space. In this section, two high density presentation methods are proposed to
assist browsing on small screen. The most informative parts of each image and
the most informative images of a cluster are displayed with optimal resolution.
Therefore, it can reduce the zooming and scrolling operations required for users
to get clear over view of each cluster.

4.1 Smart Thumbnail Generation

It is demonstrated that small degree of cropping will not affect the user un-
derstanding the content of an image [10]. Cropping-based thumbnail generation
method proposed in [4] can be employed in our system to optimize the scaling
ratio of each image shown on the screen. In our system, smart thumbnail gen-
erated base on attention model is applied to the the images presented to users.
Figure 3 shows an example of smart thumbnail generated by attention model
based cropping method.

4.2 Space Efficient Layout Algorithm

To help users navigate among different clusters efficiently, several images of each
cluster are selected to represent the content of the cluster and serve as cues for
navigation.

Representation Images Selection. For visual based image clustering method,
we choose the distance between each image and the corresponding cluster center
in visual vector space as the ranking function. For textual label based image clus-
tering method, we choose the co-occurrence evaluation as well as the thumbnail
size as the ranking criteria.

The number of images chosen to represent the cluster depends on the personal
preference as well as the properties of the devices, such as screen size, aspect
ratio, etc.

High Density Layout Design. In order to accommodate the represent images
on limited screen space, a layout algorithm is employed in our system to optimize
the scaling ratio of each image. A similar algorithm is designed under the ordered
presentation constrain in [6]. This constrain comes from the facts the video shot
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Table 1. The description of layout algorithm

Inputs:
• Screen resources S = (ws, hs), where xs, ys > 0;
• An set of representation images: R = ri|ri = (wr

i , hr
i ), 0 < i < M , i.e. M

images are chosen to represent the cluster;
• Corresponding smart thumbnails of the images: T = ti|ti = (xt

i, y
t
i);

Outputs:
• The coordinates of each thumbnail t : C = ci|ci = (xt

i, y
t
i); that maximize

the scaling ratio rmax so that the thumbnails can be packed in rows filling
the screen.

     

(a) An example of 3 images      (b) An example of 4 images 

Fig. 4. Presentation layout design

should be placed according to their time information in the original video. As for
our problem, it is free from such constrain since no time information available
for web image search results. Table 1 shows the description of layout algorithm.

Such layout algorithm optimized to get rmax, i.e. maximized scaling ratio, is
NP problem. However, due to the limited screen size, we can not put too many
images on the screen at the same time while user still can catch the content the
images. When M is small (less than 5), we can iteratively adjust the design to
get the maximum scaling ratio. Therefore, the problem can be solved by finding
line breaks in each permutation order of M images.

In order to make each cluster looks more reasonable and speed up the optimal
rmax search process, we add an extra pre-processing step in advance by getting
rid of those smart thumbnails with aspect ratio far from that of screen outline.
Figure 4 shows examples of layout design for three and four representation images
in (a) and (b) respectively.

5 Navigation Design

Smart phone system is a kind of poplar mobile devices in people’s daily life. In
this section, we design the image search results navigation operations for smart
phone based on the methods discussed in the previous sections.

Figure 5 gives a walkthrough of web image search on mobile device using
an example of query “PDA”. The user’s task is to find different design of PDA
devices. The details of each step will be discussed in the following sub-sections.
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5.1 The Start Page

A simple and easy to understand start page is very important for search engine
[2]. This is especially true for mobile devices, which often suffers from the limited
input capabilities. The start page is shown in Figure 5 (a), an input box and
a button to trigger the search process is provided on this page. Suppose a user
who wants to buy a new PDA is interested in the latest design of such mobile
devices. S/he can enter the key word “PDA”at this page and the results will be
returned to him as a list of clustered results, as shown in Figure 5 (b).

The only choice provided to users is the clustering method used in the result
presentation page. The default presentation interface was set to be the visual
based clustering presentation, because we believe it is more intuitional for user
to navigate based on visual cues, especially for novice users. However, the textual
based clustering can be generated by a simple switching operation. This provides
another choose for expert users, who can make a judgment on query type and
select the best presentation strategy. As for the user searching “PDA”, clustering
based on visual information may not be a good presentation method. So s/he
can switch to textual based clustering presentation methods to quickly access
the results in clusters labelled with “palm, devices”and “technology, design”as
shown in Figure 5 (d).

5.2 The Results Presentation Pages

The returned images are presented in result pages. Two steps are provided to
help users to understanding the search results, i.e. an overview page and detail
view pages of each cluster.

The overview page provides the content summary of the search results as
shown in Figure 5 (b) and (d). The cluster presentation is generated for users to
get the information of each cluster and decide whether to continue to investigate
the details of the cluster. This is an optimized one column view and only up-down
scrolling is required to explore this page. For each up/down scrolling operation,
a clustering box is moved to the center of the screen, so users can catch the
entire results in few clicks. The layout relationship between the boxes of each
cluster is determined by the importance of the cluster, that is, the ranking of
the images within the cluster.

Once the user click a cluster in the overview page, the corresponding detail
view page of the cluster will be generated and transmitted to the client, as
shown in Figure 5 (c) and (e). Still, this is an optimized one column page and
only up-down scrolling is required to explore it. The layout relationship of the
image within the each cluster is determined by the importance of the image,
that is, the ranking score of each image within that cluster. By clicking each
image of the detail view page, user will navigate to the corresponding web page
containing the image. A backwards operation by clicking the “backward”key on
the keyboard is easy to employ to move back to the overview page.
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Fig. 5. Walkthrough of image search results navigation

6 Experiment Results

We implemented the new browsing system using C# and ASP.Net on Windows
operation system. In order to evaluate the new presentation method for search
results navigation on mobile devices, an initial controlled user study experiment
has been carried out. We compare our method with Google image search inter-
face. Experiment results are presented and discussed in this section.

6.1 Subjects and Queries

There were four participants for our experiment. They were recruited from
nearby universities. Three of them were master students and one of them is
an undergraduate student. Before study, they were asked to performed image
search tasks on desktop machine. Six queries were used in comparing differ-
ent types of interfaces, which are PDA, Apple, Java, Hawaii, Orange, and Pie.
Among them, the query “PDA”was provided to allow subjects to practice and
get familiar with the interfaces.

6.2 Tasks

Each user was asked to complete all the six queries in the same order. For
each query, they tried to find a few images most relevant to the query terms.
The interface presentation order was varied for each user: two users were given
the ranking-based, then the clustering-based approach; the other two saw the
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clustering-based first, and then the raking-based approach. This balanced order-
ing meant that all interfaces were used equally any query-interface biases were
reduced. In order to reduce any performance influence due to familiarity and
experience, the subjects were first asked to try all the functions of different in-
terfaces for a sufficient amount of time. The user interactions and corresponding
time stamps were recorded for later analysis. A small questionnaire was given
to the subjects after the searching task, in order to get their feedback on the
interface design. The questions were:

Table 2. The questions used in the experiment

ID Question
1 When do you think web image search on mobile devices will be useful?

Give a few scenarios.
2 Which of the two interfaces do you like the best?
3 Do you think using visual clustering to organize images can help searching?
4 Do you think using textual clustering to organize images can help searching?
5 Do you think there are any other potential improvements?

6.3 Results

Results show that the subjects thought that web image search on mobile devices
would be useful for those circumstances that desktop machine is not available
to access, for example travelling to unfamiliar sites, shopping, or waiting friends
at coffee house. Some of them also searched images just for fun, for example,
searching for photos related to the latest movie or some famous people.

The experiment results were shown in Figure 6. On average, users spent 217
seconds for each query using the clustering-based interface and 268 seconds for
the raking-based interface. As we expected, the new approach outperformed the
raking-based interface by reducing 19% of the total search time.

All of the four subjects prefer clustering-based approach for search results
browsing on mobile devices. They said that visual based clustering was in good
accordance with human perception, therefore, was helpful to narrow down the

Fig. 6. The average search time for subjects/interface combination
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searching process. While, it is not very convenient to find images of interest by
textual based clustering, this is partly because the textual label is not as intuitive
as visual cues. The subjects thought the presentation image selection is a key
factor related to the browsing performance and should be improved in future.

7 Conclusions and Future Work

In this paper, we proposed a web image search results navigation strategy based
on image clustering to increase the usability of image search on mobile devices.
By clustering result images based on visual and semantic cues, user can catch
the overview of the search results with only a few clicks so as to speed up the
navigation process. Initial experiment results show the effectiveness of the new
method.

There are several issues to be investigated in current design. It is an interest-
ing topic to find an optimal clustering methods which can use both the visual
and textual cues for search results re-organization. Also, an long term user study
should be carried out to validate the usability of the new design. We will continue
to investigate these directions in future work.
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